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A Survey of Mobility Management as a Service in Real-
Time Inter/Intra Slice Control 

MOHAMMEDALI, N. A. In-network softwarization, Network Slicing provides scalability and flexibility through various services 
such as Quality of Service (QoS) and Quality of Experience (QoE) to cover the network demands. For the QoS, a set of 

policies  must be considered in real-time, accompanied by a group of functions and services to guarantee the end-user needs 
based on network demand. On the other hand, for the QoE, the service’s performance needs to be improved to bring an 

efficient service to cover the demands of the end-user. The 3G Partnership Project (3GPP) defined the slice as a component of 
resources used to process a set of packets. These resources need to be flexible, which means the resources can be scaled up or 
down based on the demand. This survey discusses softwarization and virtualization techniques, considering how to implement 

the slices for future networks. Specifically, we discuss current advances concerning the functionality and architecture of the 
5G network. Therefore, the paper critically evaluates recent research and systems related to mobility management as a service 
in real-time inter/intra slice control by considering the strengths and limitations of these contributions to identify the research 
gaps and possible research directions for emerging research and development opportunities. Moreover, we extend our review 
by considering the slice types and their numbers based on the 3GPP Technical Specification (3GPP TS). The study presented 

in this paper identifies open issues and research directions that reveal that mobility management at a service level with 
inter/intra slice management techniques has strong potential in future networks and requires further investigation from the 

research community to exploit its benefits fully., KANAKIS, T, OPOKU AGYEMAN, M., AND AL-SHERBAZ, A.  

 
Abstract: In-network softwarization, Network Slicing provides scalability and flexibility through various services such as Quality 
of Service (QoS) and Quality of Experience (QoE) to cover the network demands. For the QoS, a set of policies  must be 
considered in real-time, accompanied by a group of functions and services to guarantee the end-user needs based on network 
demand. On the other hand, for the QoE, the service’s performance needs to be improved to bring an efficient service to cover the 
demands of the end-user. The 3G Partnership Project (3GPP) defined the slice as a component of resources used to process a set 
of packets. These resources need to be flexible, which means the resources can be scaled up or down based on the demand. This 
survey discusses softwarization and virtualization techniques, considering how to implement the slices for future networks. 
Specifically, we discuss current advances concerning the functionality and architecture of the 5G network. Therefore, the paper 
critically evaluates recent research and systems related to mobility management as a service in real-time inter/intra slice control 
by considering the strengths and limitations of these contributions to identify the research gaps and possible research directions 
for emerging research and development opportunities. Moreover, we extend our review by considering the slice types and their 
numbers based on the 3GPP Technical Specification (3GPP TS). The study presented in this paper identifies open issues and 
research directions that reveal that mobility management at a service level with inter/intra slice management techniques has strong 
potential in future networks and requires further investigation from the research community to exploit its benefits fully. 

Index Terms: 5G slicing, future network, inter-slice, intra-slice, M-MaaS, NFV, NS, SDN 

1. Introduction 

Software-Defined Network (SDN) is an intelligent network that contains two parts: 1) Controller based on software and 2) 
Packet forwarding based on hardware devices programmed by an open interface such as ForCES and OpenFlow [1]. VMware, 
owned by Martin Casado, bought Nicira for $1.26 million to strengthen its position in the SDN world by virtual programming 
networks with pools of resources in a cloud environment to support virtualization and softwarization concept to reduce the cost 
and enhance the virtual network elements [2]. In a traditional mobile network, Mobility Management Entity (MME), Serving 
Gateway (SGW), Packet Data Network Gateway (PGW), Home Subscriber Server (HSS) and Policy and Charging Rule 
Function (PCRF) designed as core network elements. These elements could be configured in a virtual platform using the 
virtualization advantage after the standardization of the Network Function Virtualization (NFV) in 2012 [3]. 

Network Slicing is a significant part of the future network. It operates based on a set of services that need algorithms to 
manage all the demanded services within the slice and manages the continuity of the services for the user within the slice 
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according to the Technical Specifications (TS) and Technical Reports (TR) from the 3GPP and the European 
Telecommunications Standards Institute (ETSI). Therefore, it is not a function. 

 
FIGURE 1. Slice Classification Options. 

The SDN, NFV, and Network Slicing have been widely accepted by the research community and industry as fundamental 
components of the next-generation telecommunication network [4]. With the SDN approach, the control plane is separated 
from the data plane. SDN controller is the network’s brain that dynamically controls the system in an efficient way [5]. On top 
of that, all control functions can be programmed in the control plane to optimize the data plane dynamically based on the 
services [6]. 

Slice is a set of network resources that run on top of physical devices using SDN/NFV [7]. These resources will be selected 
and isolated for each slice to satisfy the QoS requirements. Additionally, a sub-network could be generated by the slice, which 
contains Network Functions (NFs) running on top virtual resources [8]. There are two types of slice provisioning [9], one to 
create slice links, and another to generate slice nodes virtually on the networks. Furthermore, there are three types of services: 
enhanced Mobile Broadband (eMBB), ultra-Reliable Low Latency Communications (URLLC) and Massive IoT (MIoT). In 
these services, two types of priorities need to be considered: high and low priority for each application in these services [10]. 

In the future networks, the QoS will be higher when the same amount of resources are required by different slices with 
different priority values [11]. Based on the priority values, a set of choices will present the details in a group of services within 
the slice, as shown in Figure 1. 

In the 5G Public-Private Partnership (5GPPP) 2017 report [12], they captured almost all the future mobile network’s open 
issues and how these issues could be solved by using softwarization and virtualization mechanisms. Moreover, in the same 
report, the 5GPPP explained the architecture and the technical directions of the future network and how it could fit all the use 
cases in future network [12]. The relationship between Network Slice Subnet (NSS) and the network slice service, function, 
plus the relationship among the NSS and nested network services have been defined in the ETSI report on Network Slicing 
[13]. In [14] the ETSI discusses the Network Slicing components with their functions in a core and access layer and maps to 
the 3GPP TR 28.801 to explain the slicing concepts with their usage of the communication services within the slice. 
Additionally, the concept of Network Slicing and virtualization in 5G system architecture has been explained in details by 
ETSI [15]. 

In the 5G networks, a set of functions need to be developed to run in real-time in the core layer to configure the access layer 
instantaneously according to the networks demand. Afterword, these functions will be managed by service-driven and 
deployment-driven models. Furthermore, these mechanisms could be programmed easily to satisfy the requirement of network 
operators. A further important implication is, when the service configuration changes, two parameters need to be considered: 
bandwidth and delay for each service within the slice. Therefore, we explain a set of functions such as AMF, SMF and PCF. 
These functions could be achieved with programmable techniques in SDN/5G. 

Managing the mobility at a service level is critical in mobile networks for inter/intra slice [16], [17]. Specifically, mobility 
management affects the real-time QoS delivered to the users based on their demands [10], [18]–[20]. Research has shown that 
service continuity between slices is an open research area with several challenges and opportunities. It is still under 
investigation by the telecommunication groups, and researchers in a service level for the real-time application within the core 
network [19], [21]–[23]. Consequently, this paper presents an overview of current research findings focusing on Network 
Slicing and network services in the future mobile systems, as highlighted in the red circles in Figure 2. 

The paper’s structure summarized in Figure 3, and the rest of this survey is organized as follows: Section II, presents a 

review of the significant trends of softwarization and virtualization technologies such as SND, NFV and Network Slicing. In 
addition, the 5G functionally and architecture are discussed in terms of their implementation in future networks. Furthermore, 



Section II provides a review of slice policy services and the represented slice’s resources management as an essential role in 
the core layer. Also, mobility management is discussed at a service level to manage inter/intra slice services. Section III 
discusses slice number and their types based on 3GPP TS. Additionally, the Section discusses a typical system model’s details 
according to the ETSI specification and existing related research and projects along with their limitations. Section IV considers 
the traffic classification for the future network depending on the use cases found in other research papers. Section V highlights 
the key challenges and open research issues related to internal and external slice management. Also, the Section identifies the 
critical research gaps and makes recommendations for research directions for emerging researchers and industrial development 
in future networks. Finally, Section VI concludes the paper. 

 
2. Background about inter and intra slice management techniques 

 
The programmability in future networks means all core network entities will be built in the application layer using 
programmable software to virtualize the entities. Then, Application Programming Interface (APIs) such as Rest API will 
connect to the control plane to handle the network recourses from the data centers based on the network demands. Moreover, 
the virtualization technique will be responsible for mapping the physical resources into the logical recourse to meet the 
requirements. In the control plane, NFs such as resources allocation and mobility will be managed virtually using SDN/NFV. 

This section will explain all the technologies are used to implement the inter/intra slice policies in the future network. 

A. VIRTUALIZATION TECHNIQUES 
Functions (VNFs) implemented virtually, and the NFVI includes all the resources that the network needs, such as storage and 
capacity. In addition, these two elements are managed by MANO component. 

                           
 
The MANO has three functional components. NVF Orchestration (NVFO) manages the virtual resources, the life cycle for 
NVF in the slice and the authorization and validation of the NFVI request from the VNF manager. The VNF manager manages 
the life cycle management of the VNFs component that runs in Network Slicing. Virtual Infrastructure Manager is used to 
manage and control the resources linked with NFVI to manage the service and the traffic in the network [3]. 

The NFV provides high volume services that can be allocated in multiple nodes in virtual networks. The NFs implemented 
in virtual nodes to optimize the networks [28]. Moreover, the main idea of the softwarization concept is providing the flexibility 
demands at the core network, which means all network functions have to be ready on-demand [29]. Future network devices 
need to be in high-level configurability and programmability to efficiently support the data flows from different services to 
visualize this requirement. Scalability is needed to prevent interference between services. Service-oriented management is also 
required to control the flow of traffic over the network using NFV framework. Also, in the future network, many principles in 
high- 
Network Function Virtualization (NFV) is used to reduce the network infrastructure’s capital expenditure by implementing NFs 
on top of specific hardware platforms by using virtualization techniques. This novel approach makes the telecommunication 
systems update and migrates from the hardware to software using a softwarization technology [24]. 

FIGURE 2. Evolution of 5G Network Slice and Services. Highlighted in red is the Scope of this Paper. 

 



 

Various factors led developers to use virtualization techniques such as NFV to significantly impact the 5G system when the 
NFV improves the NFs while the SDN enhances the base system. These advantages are outlined in [25], [26] and in Zhang’s 
book [27], which are summarized in Figure 4. 

The ETSI in their framework document [3] defined the architecture of the NFV, which includes a set of NFs, NFV 
Infrastructure (NFVI) and Management and Orchestration (MANO). In the NFV, all the Virtual Network level should be 
defined, such as end-user requirement and envisaged service [11]. 

B. SOFTWARIZATION TECHNIQUES BASED ON SDN 
The traditional networks have physical elements such as MME, SGW and PGW. In the future network, SDN/NFV 

techniques are used to implement these elements in a core network as a pool of virtual entities containing all the FIGURE  

3. Classification/Taxonomy of this Survey.  

 
functions dedicated to the physical infrastructure [16]. In the core network, the SDN controller will reduce the delay and control 
data transmission. Moreover, SDN is logically centralized, and it is configured with an intelligent technique to automatically 
share, manage, and optimize the resources over the network. 

Inside the control layer, two types of the controller will be used for the inter/intra slice. First, Software-Defined Mobile 
Network Coordinator (SDM-X) for inter-slice. In this controller, new services will be configured in the application layer and 
delivered through Northbound Interface (NBI) to take the actions through Southbound Interface (SBI) based on the demands. 
Second, Software-Defined Mobile Network Controller (SDM-C) for intra-slice. This controller is worked in SBI for 
transmission points and sharing resources between controller plane and user plane. On top of, physical resources will be shared 
the streams of the data entirely [18]. 



The SDN controllers run specific algorithms to manage and control the state of the network. In the SDN field, several 
controllers are developed such as Open Daylight [30], OpenFlow [31] [16], Flow Visor [32], NOX, Ryu, Open Virtex and 
ONOS [33]. Furthermore, with network virtualization, some of these controllers are used to create Network Slicing within the 

SDN-based approach. 
The OpenFlow [31] is a softwarization protocol in SBI which is used to control the data flow in data plane based on the 

information that in PDU header, which contains IP address, port number, MAC address and other parameters that added to the 
header to identify the traffic in the network. OpenFlow controller mange OpenFlow switches in the data plane from the control 
plane. Typically, the OpenFlow monitor the state of the network with a single controller, but with multiple or different 
controllers, ONOS will be used for this purpose [34]. 

 
 
 
 
 
 



 

FIGURE 4. The Benefits of NFV for Future Networks [27].  
 
There are three main services that the future networks will cover in a radio and core layer [35]: the eMBB is used with high 

throughput, which needed in a smart city, the URLLC characterized in terms of high reliability and low latency, which needed 
in industrial automation use cases, and the mMTC is used with a large density for a connection object in IoT devices. 

   Mahindra et al. [36] investigated an algorithm for slicing the resources dynamically in the radio access control. 
Furthermore, the authors mentioned that their system (RadioVisor) built on top of the SoftRAN system [37] to isolate the 

resources virtually to implement the Radio Access Network (RAN) slices. Moreover, RadioVisor attempted to fix the resources 
sharing per slice by implementing a heuristic solution. However, the solution ended up with another problem: the slice owner 
could not decide to allocate resources to his customer within the slice [38]. 

Several studies, for instance, Peng et al. [39] and Zhang et al. [40] have discussed some of the challenges in the RAN, core 
network and some of the issues that related to Network Slicing that need to be addressed in the new mobile network to be able 
to connect 5G networks and other technologies to create one system fit all. One of these issues is network reconstruction, 
which used to rebuild the radio and core layers to support the slices for End-to-End (E2E) mobile communication. 

C. ARCHITECTURE OF 5G TECHNOLOGY 
 

FIGURE 5. Point-to-Point 
Architecture in 5G Core 
Network [42]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
5G core network contains two phases in their architecture based on 3GPP TS 23.501 release 15. In the First phase, point-to-
point connected between the NFs [41]. Also, these links connected virtually and physically. Moreover, this point-to-point 

 

FIGURE 5. Point-to-Point Architecture in 5G Core Network [42]. 
 



reached the access layer by connecting the core functions with the access layer functions, as shown in Figure 5. Furthermore, 
this phase will bring complexity to future networks because it requires an E2E configuration in multiple nodes [42]. 

In the second phase, service-based has the same connection links in the point-to-point phase, but just in the access layer (user 
plane) [41]. Additionally, there is a message bus that connected 5G core layer elements in the control plane with NFs, and the 
relationship between these functions be one-to-one or one-to-many based on the event provided by the APIs as shown in Figure 
6 [42]. 

 
 

D. FUNCTIONALITY OF 5G 
The architecture design for 5G research project in [43], it is defined the NFs and inter-function interfaces with several benefits 
that keep the networks away from the overhead optimize the NFs within specific implementations. The 5G architecture [44] 
contains several elements to control the NFs and build control layer used to manage the data plane upon the system demands. 
In the control plane, next-generation core system entities will be implemented to manage the system infrastructure to bring 
scalability and flexibility to the network. 

1) Access and Mobility Management Function (AMF): This element is similar to the MME in today networks. It is used to 
handle the registration, connection and mobility management. As well, it is used to handle the access control function. 
Plus, this function will be responsible for providing priority to mobility management to prioritize the services. 

2) Network Slice Selection Function (NSSF): NSSF is used to provide the functionality of Network Slicing to virtualize 
the network to slices. The selection function for each container will be done based on the slice’s behaviour and service. 
For instance, a new system will have the first slice for the video stream, the second slice for emergency service and the 
last one for the IoT service. 

3) Authentication Service Function (AUSF): This function is used to identify the user authentication and authorization, 
which it looks like the HSS work in the traditional network. 

4) Session Management Function (SMF): This element is used to handle the traffic session across the network. It is similar 
to the S/PGW, but this time in the control layer. 

5) Policy Control Function (PCF): This element is used to identify the policy rules for the network to handle and prioritize 
traffic types. 

6) User Plane Function (UPF): It is used to handle the traffic in a user plane. This function is also similar to the S/PGW 
when it is mange the service type. 

7) Unified Data Management (UDM): This function is used to integrate and manage the subscriber’s data and provide 
security management to the network. 

8) NF Repository Function (NPF): NPF allows other functions to connect and discover each other. Furthermore, this 
function used by Network function instance to store all functions used in the network. 

 
E. NETWORK SLICING 
A group of telecommunications companies has identified the concept of the Network Slicing [12], [45], [46] which have 
divided the slices into three layers: service layer, network slice layer and resource layer to isolate the logical components from 
the physical infrastructure. Moreover, telecommunications societies divided the networks into sub-networks inside the slice to 
provide specific slice priorities. 

Several principles build the shape of Network Slicing, such as automation, isolation, customization, programmability and 
elasticity. In automation, the network will be re-configured without rewrite the SLA again. In addition, 



 

 

FIGURE 7. Slice Layers for each Organization [50]. 

isolation represents an essential feature in Network Slicing, which is used with different resources on a virtual network based 
on specific policy for each tenant [47]. On top of that, customizing the resources to a specific tenant meets the network level 
requirement. Therefore, data flow and service tailored network function can be customized on the data plane and introducing 
policies and protocols can be customized on the control plane after programming the controller and control the network via 
open APIs [48]. Moreover, slices will be scaled up/down after adding new functions to modify the VNFs [49]. 

In Figure 7, the first layer contains network function and infrastructure resources. The second layer contains all the services 
that the slice needs to provide its users, followed by the last layer, which includes the logical network characteristic that meets 
the customer’s requirements [50]. 

According to the TS and TR from the 3GPP and ETSI, the Communication Services (CS) relationships with Network Slice 
Services Management Function (NSSMF) will be proposed in Figure 8. Besides, through Communication Service Management 
Function (CSMF), the system demands could be converted to Network Slice components which contain the Network Slice 
Instance (NSI). In addition, Network Slice Services Management Function (NSSMF) could communicate with Network Slice 
Management Function (NSMF), and managed by Network Slice Subnet Instance (NSSI) to provide batter services to the users 
based on their requirement. Moreover, the Network Slice could be used and managed by the Nested Network Services (NNS) 
and the VNFs with the Core Network Function (CNF) and Access Network Function (ANF), as shown in Figure In future, 
Network Slicing will be responsible for providing flexibility and efficiency to the mobile system. There are two ways of slicing 
the network: Vertical Slicing and Horizontal Slicing [51]. The Vertical Slicing has shared the resources between 8.  

the services and applications. Also, it classified the traffic according to the application type to enhance the QoS in the network 
domain. On the other hand, Horizontal Slicing has shared the resources between network nodes and devices to increase its 
capability. In this type, new functions could be added dynamically when a specific slice needs a specific support [52]. 

Through Network Slicing, physical infrastructure will be sliced into several logical infrastructures that support different QoS 
demands at the same time. On top of that, slices will be isolated from the control plane to the data plane. Besides, the QoE for 
the user in a logical network will be the same as in the physical network. 

The SDN has supported Network Slicing with different application scenarios, which can reconfigure the network 
automatically. Additionally, there are several types of controller used in Network Slicing. For example, FlowVisor, OpenVirtex 
and ONOS. 

 



 
 

The FlowVisor is represented as a proxy in Network Slicing techniques. Each slice in the network connected with its 
controllers using this representative. On the other hand, this controller has a limitation in packet header space because all slices 
in the network shared the flow and address space. Also, it does not support a virtual network on top of the physical network, and 
the development state of this controller stopped in 2013 [32]. The OpenVirtex is used to re-write the IP/MAC address to split 
up the traffic among multi-tenants. Inside this controller, any technology could be implemented in the virtual network. This 
controller’s limitation, full rages of IP/MAC, is not available, and this controller’s development state stopped in 2014. ONVisor 
is designed as a platform based on the ONOS controller. It is used to implement the slices in the virtual network because it is 
supported virtualization techniques. Additionally, In this platform, virtual networks were isolated using VLAN tags with a 
limited tag size [53]. None of the above controllers is designed for Network Slicing; even these controllers work in a virtual 
network. Consequently, Open Network Foundation proposed a model based on SDN platform with Network Slicing in 5G 
network to control and manage the slices and data flows in the network from the control plane to the data plane [5]. 

F. RESOURCES AND POLICY MANAGEMENT 
In the slice, many services could be implemented at the network level, such as policy management, the QoS, setting the load 
balance, and isolating the network resources shared in inter-slice and intra-slice. In addition, the priority of the QoS flows will 
be provided by the SMF based on the 5G network architecture [42]. Further, Network Slicing could manage the creation, 
activation, and reconfiguration for the slice in a specific life cycle based on the system needs at the service level. Hu et al. [54] 
introduced Network Slicing and scheduling scheme on downlink transmission in the LTE. The scheduling scheme gave a 
specific number of sub-channels according to each virtual network’s requirements to provide services to its users. Shurman et 
al. [55] enhanced the network’s performance and decreased the delay by modifying TCP packet using a simulation tool. In this 
case, the highest priority packet will have the chance to be first in the queue and discard the other packet to reduce the 
congestion in the network. Moreover, their implementation is not based on SDN/NFV. 

5G core network implementation was proposed to guarantee the QoS that the user will get based on the 3GPP architecture 
for 5G system. In Fattore et al. approach [56], the data plane will be programmed in SDN for future work to handle the user 
traffic based on a set of policies. 

Slice selection mechanisms for the 5G era was explained in [57] which developed the core layer to define all the necessary 
functions to implement services in the core and run it over RAN to improve the network performance. Moreover, each slice 
could have suited functions in the core network that support specific applications to serve the slice’s service. 

 

FIGURE 8. Relationship Between Network Slice and Other 5G Components. 
 



 

The slice’s weight prioritizes based on the service’s cost was explained in [10], which means high premium users get their 
service using a short path, and other users get their service on a long path. Two types of services have been considered in [58] 
to improve the networks’ flexibility. By focusing on the implementation of the RAN in the cloud by using the SCA problem 
but in [59] authors tackled the problem by using machine learning as in [60], and SNR in [59], but not with the 5G entities. 
While Markov Decision process was applied for resources allocation in RAN [61] to enhance the flexibility of the 5G systems. 

Q-learning was applied in [60] to manage the slice’s resources dynamically for each tenant to provide QoS to the end-user 
according to their demands. After the learning process, a set of policies added to the slices using a greedy algorithm, as shown 
in [22]. Besides, their learning approach was based on historical data, not online data [20]. The authors in [22] are used 
historical data for learning, which is offline learning, not real-time learning with online data. Moreover, in online learning, 
data collected in real-time and the learning decision occurred in real-time. In addition, in [20], different learning mechanisms 
were proposed based on supervised learning. Therefore, their learning is done offline; then, their prediction will address future 
actions or suggest actions for the current situation. Over and above, decision-tree provided different service to several slices, 
and their supervised learning was executed offline. 

Thantharate et al. [62] trained the 5G model using a deep learning algorithm to train and predict a slice for a device based 
on the information calculated from previous connections. The dataflow was treated with a high-level API to build and train the 
data using TensorFlow. Their machine learning model was also done based on supervised learning because their dataset was 
big and structured. As a result, a Random Forest (RF) algorithm and Convolution Neural Network classifier (CNN) have been 
used for traffic classification. Moreover, the authors utilized various parameters to determine the Network Slicing, such as 
slice type, bandwidth, throughput, latency, equipment type, mobility, reliability, isolation and power. Their focus was to select 
a slice for a device and select enough resources for the slice based on the traffic prediction. Furthermore, their model did not 
deal with realtime prediction or with other slice management scenarios. In [61], their prediction for the resources scheduling 
done after the offline learning. On the other hand, in [63] nonconvex problems have been proposed to control the Network 
Slicing in the radio access network with admission control to satisfy the QoS inter-slice. 

The inter-slice algorithm was proposed in [64], their method mapped a new user to a specific slice according to their demands 
and predicted the target slice for their new users the historical behaviour of their resources. Further, they reduced the slice 
creation cost and enhanced the QoS for the users within the slice. Another research done by Han et al. [65] applied the genetic 
algorithm to optimize the resources for inter-slice. The slicing strategy is done by using a binary sequence for accepting or 
declining the slice. From the decision entry presented in [65], it is not clear what will happen if different types require the 
accepted slice of resources. In [66] Han et al. proposed an architecture due to the 3GPP standardization and their Cross-slice 
admission and congestion controller implemented inside NSMF to provide E2E resources allocation to the different slices. The 
Q-learning was used to train a model with different priority services for the slice. 

Jiang et al. [67] and Hu et al. [54] proposed both inter/intra slice in their systems to optimize the radio access network using 
heuristic and slice selection schemes. Furthermore, the inter/intra slice priority was discussed in [67] to enhance the QoE for 
the user by providing a dynamic slicing approach for the virtual resources on top of the physical infrastructure using a heuristic-
based scheme. Another multi-tenant architecture was presented in [68] to manage the resources over RAN using reinforcement 
learning which is similar to the work in [69], [70] for the resource allocation scenarios in the RAN and priority for slice using 
deep reinforcement learning. 

In the Lightweight network, the number of resources will be managed using a scheduler for the inter-slice to map virtual 
resources to physical infrastructure and for the intra-slice will allocate these resources to the users within the slice [81]. Adding 
to that, policy control for OFDMA-based over RAN in virtual networks studied in [76] to support the requirements of slices 
by using slice provisioning algorithm for intra-slice. Moreover, the isolation between these slices has not been mentioned in 
their work. Another paper focused on slice isolation done by Oliveira and Vazão in [78] which provided the slice isolation 
among different verticals by using a priority adaptation slice scheduler algorithms for the uplink phase in a RAN. 

Slice allocation for intra-slice isolation and E2E delay explained and used Mixed-Liner Integer programming (MILP) to 
optimize the model in the core layer for the future network but not with inter-slice allocation. Additionally, the results show 
that the minimum requirement has been met within the E2E delay, and more bandwidth was required within the restriction in 
intra-slice isolation to get lower CPU utilization [80]. Hossain and Hasan [82] highlighted the significant issues related to 
network performance in terms of measurement and testing of the resources to cover all the requirements in the network 
virtualization. As mentioned before, the resource demand in a virtual environment has covered a set of resources such as a 
CPU, storage capacity, bandwidth and switching network. Moreover, dynamic resources allocation is still a challenge in the 
service continuity in future network [23]. 

From a business perspective, in [71], [77], the resources allocation was provided for different verticals such as providers, 
tenants and end-users depending on the admission policies to increase the gain of the network providers. Also, in [72], their 



heuristic approach reduced the virtual link and node cost. Furthermore, the auction mechanism was designed in [73] to enhance 
the QoE for the user within the slice in RAN by maximizing the network income as it was purposed in [75], but by using 
reinforcement learning. On the reverse, in [74] authors proposed an algorithm to minimize the service reward by using 
Stackelberg schema. Furthermore, An et al. [10] proposed a slice management algorithm based on the price of a service 
indicating the service priority, divided into a high or low category. Moreover, according to the telecommunications companies 
and researchers’ point of view, working on the 5G core based on virtualization technologies SDN/NFV to provide a dynamic 
service chain will improve network flexibility, scalability and reliability. Besides, reducing the systems’ cost by controlling the 
number of working servers in their data centre. 

As a result, a significant amount of research has worked to enhance the service demands presented in Table 1, such as the 
enhancement of the QoS over the wireless interface for the 5G networks. On the other hand, few of these papers concentrate on 
the core network to control and optimize the network’s traffic flow using machine learning or other programming criteria with 
SDN-based. Moreover, Table 1 discussed the slice resources and policies that the slice needs when the user moves from one 
slice to another. Furthermore, Mobility as a service is managed based on a set of parameters, such as priority, cost, QoS and the 
connection type: TCP or UDP to map the user to specific slice according to their demands. 

G. MOBILITY MANAGEMENT AS A SERVICE (MMaaS) Seamless handover for 5G in Network Slicing needs to be managed by 
developing a new mobility mechanism to enhance the QoE for the user and the service’s continuity. In the future, network 
operators will share network infrastructures with Internet Service Providers (ISPs) flexibly and efficiently, which leads to the 
concept of ‘‘Slice as a Service’’ [65]. Furthermore, Network Slice as a Service (NSaaS) was introduced in [83] to provide a 
customized E2E network as a service for their customers. With NSaaS, there are three different service scenarios: Industrial 
slice, Monopolized slice and Event slice. In addition, NSaaS is a service auto-mapping that is automatically mapping service 
requirements according to their customer demands to various parameters of Network Slicing to do auto-configuration for 
network functions and services. 

Future cellular systems will be virtualized and programmed using SDN/NFV. Moreover, the SDN/NFV integrated into future 
networks as enablers to do auto-configuration, autoscaling for network functions and services. Adding up, the AMF is 
responsible for handling the mobility, reachability of the UE. This entity is also in charge of managing the Next-Generation 
Application Protocol (NGAP) signalling to control the handover, carried between the AMF and radio access network, described 
in 3GPP TS 38.413. 

Mobility management depends on several parameters such as network, terminal, user and service. Handover provides 
uninterrupted connection when the subscriber moves away from one cell and to another cell. In addition, network interface 
handover classified to two types: Horizontal and Vertical handover [84]. Handover remains an issue for both heterogeneous 
and non-heterogeneous networks. In addition, several problems arise in the heterogeneous network, such as Handover Failure, 
Cell Association Issue and Ping Pong effect. In handover Failure, it can be reduced by adequately managing interference in 
the cell with some interference management techniques to reduce handover failures. In cell association issue, It can be solved 
by the Cell Range Expansion Technique. On the other hand, the ping pong effect can be reduced by smartly managing the 
Handover phenomenon based on cell association area [85]. 

In LTE, the MME is responsible for handling the users who are attached to the network. In real life, without mobility 
management, consumers would need to get a new SIM card while travelling from one location to another; otherwise, the users 
will lose their services. On the other hand, exponential growth in network traffic plus the number of users has led to the meaning 
of MMaaS to the wireless nodes attached to the 5G new radio networks. The application of mobility management could be 
implemented on the SDN controller using SDN/NFV. In addition, using NFV, several slices introduced to make it works for 
5G networks to accommodate various types of services [86]. Furthermore, these slices will be isolated from each other. Besides, 
each slice has different demands such as latency, speed and interference, and these requirements are controlled by the slice 
configuration and service characteristics. After the mobility management implementation, itwill be possible to control the 
handover requests and procedures with the Network Slicing. Moreover, the essential points of using mobility management 
reduce the tunnelling overhead and minimizing the handover latency [87]. 

Gharsallah et al. [88] designed a new approach called Software-Defined Handover Management Engine (SDHME) to solve 
the mobility management challenges such as the handover delay and failure in 5G ultra-dense networks. Their approach for 
the Software-Defined Handover Management consisted of four phases: data gathering, data processing, virtual cell (V-Cell) 
creation, and handover execution. Afterword, their mechanism has been implemented in the control plane, defined in the 
application plane and executed in the data plane based on the SDN architecture. Moreover, their simulation result reduces the 
handover delay and failure. 



 

Ravindran et al. [89] focused on managing the mobility services within the slice dynamically over Information Centric 
Networking (ICN) in 5G using mobility as a service (MaaS). Amadeo et al. [90] discussed the roles and the 

  
TABLE 1. A Summary of the slice resources and policies reported in literature. 

principles of the ICN-5G in wire and wireless scenario. Here, the ICN distributed approach highlighted the mobility 
services and the virtualized network functions in the 5G new radio network based on the fixability of the services offered 
by the Network Slicing using the SDN/NFV features. 

The mobility management mechanism is classified and selected according to the service context, defined as a stateful 
service [18]. New mobility mechanism needs to be developed to manage seamless handover for 5G in Network Slicing to 
enhance the service’s continuity and scalability for the user experience. The railway network will have many handovers 
because of the high-speed of the train[91], but the IoT devices will have handover in a low latency service. 

         

         

         
         

         

         
         

         
         

         
         

         
         

         
         

         
         

         
         

         
         

         
         

         
         

         
         

         
         

         
         



Different types of slices have been identified to cover the user requirements. Therefore, mobility happened between different 
base stations and between the slices of diverse service types such as eMBB, URLLC and MIoT [92]. Furthermore, even when 
the service type determined by the use case on the application layer, this service should be continuing when the user moves 
from one location to another. For that reason, Addad et al. [92] grouped the slice mobility into different patterns: user 
subscription type, network slice type, accessing a type, service area, access characteristic and geographical location. Moreover, 
slice mobility divided into different types: full slice mobility, slice breathing, slice splitting and slice merging. Therefore, a 
slice will be modified according to service consumption. Furthermore, the number of use cases introduced in [92] to cover the 
slice mobility types are listed below. 

1) First use case: When a swarm of drones move as one group in the same direction outside the initial service range, this 
leads to full slice mobility. On the other hand, when the swarm move one by one or as small groups from the current 
service range, the dedicated slice is divided into two service areas. In both cases, drones need to be controlled accurately 
with low latency. 

2) Second use case: Service continuity is significant for autonomous vehicles because messing a connected car signal could 
cause physical harm or even death. In this case, the backup slice should be activated in a reallocation time to ensure the 
service’s availability during the migration of the primary slice then the backup slice do the reallocation at a different 
time. 

3) Third use case: The audience attends video streaming, and some of these audiences on the train and the area around the 
train, including tunnels, has less capacity and service. In this case, the new slice needs to be created temporally to serve 
the audience. When these audiences arrive in the area with better service, the temporal slice will be released dynamically, 
and the original slice will serve the audience. This case called slice breathing which is a compensation of the slice 
splitting and slice merging. 

For a different approach, in the next-generation mobile network new schema for managing the mobility in the service level 
needs to be created to enhance the networks [19]. Furthermore, based on the knowledge of the authors, there is no existing 
research that works on the mobility in service level in a real-time by providing requirement resources for the slice after 
generating the service request and accepting this request by the controller and give a specific VNFs that dynamically related 
to these services. 

III. INTER/INTRA SLICE MANAGEMENT TECHNIQUES In the inter/intra slice, the network resources will be managed virtually and 
dynamically using virtualization techniques. This section will categorize the research’s main dimensions by identifying the 
service types within the slices number based on 3GPP TS, the existing driven models, and the current systems. 

A. SLICE TYPES AND THE NUMBER OF THE SLICES BASED ON 3GPP TS 
Most studies have only focused on Network Slicing’s main parts, which is categorized into three essential types: eMBB, 
URLLC and mIoT. On the other hand, some of these studies are added new types for V2X or emergence situation, and if the 
connection failed with the main slice, the subscribers would be forwarded to the default slice. None of the research papers 
discovers the actual number of slices that the future network capable of. Consequently, this section will explain these types 
based on the 3GPP TSs. 

The 3GPP defined Network Slicing as a logical network built on top of the hardware devices that provide unique capabilities 
and components. Additionally, the 3GPP defined NSI as a set of functions and resources that will be used 

In [93], the MME has been implemented in the application layer inside the control plane to manage the mobility in the user 
plane to provide a low latency service for the users to optimize the handover procedure within 5G systems, which is similar to 
the solution in [94] for the handover optimization using the SDN/NFV with distributed mobility management in a control plane. 
Moreover, MMaaS needs more attention for the Next generation of the mobile telecommunication network. Furthermore, Zhang 
et al. [40] classified mobility management into two procedure based on the location registration and handover management. The 
mobility management is not just about the handover between different networks; it is the handover between different services. 

In a recent review of the literature on this area in [17], the authors reviewed the mobility management signalling steps based 
on the 5G architecture to match the requirement of the QoS by addressing different scenarios in terms of latency, scalability and 
throughput with different service types eMBB, URLLC and mMTC. Moreover, in [22], a set of policies attached to the slices 
without dealing with mobility among the slices. In comparison, mobility is the primary key in real-time scenarios to provide a 
better result for the networks’ user experience. 
to expand Network Slicing, which is deployed on top of the physical infrastructure. In 2016, the 3GPP start working on the 
Network Slicing specification for the future network according to the 3GPP TR 23.799. The Network Slice Function and 
Architecture presented in TR 23.501. The Network Slice Service Function and Management proposed in TS 28.531. After that, 



 

the management specification identified in TS 28.530. All the previous work for the Network Slicing in [42], [95]–[97] are 
still in progress. 

Within the 3GPP TR 28.801, the NSSI implementation concept was explained. The NSMF send a request to the NSSMF to 
generate the NSSI. The NSSI depends on the physical and logical resources in term of availability and reliability, and it is 
making progress on run-time operations [45]. 

In 3GPP TS 23.501 version 15.2.0 Release 15, Single Network Slice Selection Assistance Information (S-NSSAI) identifies 
the Network Slicing. Moreover, the Network Slice Selection Assistance Information (NSSAI) is a set of S-NSSAIs. From the 
3GPP regulation, each user could be served eight slices simultaneously when each request goes to a specific NSI. The S-NSSAI 
comprises two portions: Slice/Service Type (SST) and Slice Differentiator (SD). The 
SST standardized values are shown in Table 2. In addition, 
the SST referred to the predicted Network Slicing performance concerning services and features. On the other hand, the SD 
represented as the optional information complementing the SST(s) to distinguish between multiple Slice/Service network slices 
of the same type. 

The S-NSSAI type was defined by the 3GPP TS 29.571 v15.6.0 Release 15. The SST was defined as an unsigned integer 
with a range from 0 to 255, and the SD was defined as an integer with a range from (0-9) or (A-F), as shown in Table 3. 
Are cent survey of the literature on this topic done by Sajjad et al. [98] which reviewed the 3GPP TS 23.501 and 23.502 in 

term of the mobility management in 5G within the inter-slice handover in a service level. The authors of [98] recommended 
research directions and mentioned the continuity between the slices is not given in the 3GPP TS yet. Furthermore, these slices 
will be registered to the Allowed (NSSAI) list, which contains all the subscribed slices to the UE. Moreover, the UE could 
access all resources with in the slices. The number of the slices in the Allowed list and the S-NSSAIs portions identified by 
the 3GPP TS 29.571 v15.6.0 Release 15. Moreover, the network administrator or dynamically list modification could be done 
by the controller by adding some configuration based on the UE request within the PDU session management [98]. 

 
 





 

 

 

    
   

 
   

 

 

 

 

 

FIGURE 9. Slice differentiator (SD) bits. 
 

 

  



 

 

FIGURE 10. Service Model [41]. 

In Figure 9, the 16 bits represent the numbers from zero to nine in a binary plus the hexadecimal number from A to F in 
binary to get 16 bits for each octet to represent the SD. 
By combining these results, it could be concluded as: the SD => 16 * 16 * 16 = 4096. The S-NSSAI comes from the SST * 
SD => 256 * 4096 = 1,048,576 number of slices that could be used in the future network according to the 3GPP TSs. 

B. TYPICAL SYSTEM MODELS 
Slice service model in Network Slicing has been explained in ETSI 2019 [93], the basic concepts for modelling network slices 
in the core network built around the Network Services (NSs). These services are identified to service-driven model deals with 
network services and deployment-driven model, which deals with network resources, services and mobile services. 

The service model consists of sets of resources such as a computer, storage and network. These resources will belong to the 
slice to provide a set of services that the slice needs. In Figure 10, Slice consists of one or more NSs consisting of VNFs, PNF, 
Virtual Links (VLs), and VNF Forwarding Graphs (VNFFG). This model structure with the relationship defined by the ETSI 
NFV standard. Network resources contained physical and virtual infrastructure, which will exist for specific slice within the 
run time of NS [41]. 

Deployment model [41] consists of sets of physical resources linked to network services like mobile Edge application 
instance, VNFs instances or directly connected to the 



 

FIGURE 11. Deployment Model [41]. 

slice model. The model structure shows in Figure 11, where slices are connected to the NSs in the same way in the service 
model. Also, slices are connected to infrastructure resources. This model represents a hybrid approach. Furthermore, the VNFs 
instances will run on the resources chunk. Besides, physical resources could exist without NSs. Moreover, an internal model 
could be added to the slice model to run on a resources chunk, such as a mobile Edge application with a similar deployment to 
the NSs. 

C. CURRENT EUROPEAN PROJECTS 
the authors proposed system architecture and explained each layer’s benefit in their system. Moreover, there is no simulation 
result. They extended the work in [101] to manage and control the network over multi-administrative domains to maximize 
the network resources that share across the network and reduce the capital expenditure. The main goal of the 5GPPP in the 
SliceNet platform builds E2E Network Slicing in multi-domain to optimize the capability of the QoS/QoE by using network 
controller style in a friendly softwarization environment. Moreover, this project’s configuration capability will be used with a 
wide range of vertical 
The 5G City project’s architecture has been addressed in [99], the Network Slicing concepts have been implemented in 
different layers, including access, core and cloud. The aim of this platform allocated new service dynamically for each slice. 
Moreover, this project will run multiple logical networks over multiple-tenant infrastructure, responsible for managing the 
service’s lifecycle dynamically based on the slice policy function. Furthermore, the 5G City project achieved a few seconds 
within the slice creation. On the other hand, internal services mean the service between the customer and the service provider 
has not been implemented in this prototype. 

SliceNet project in [100] applied software-based to develop the control plane’s functionality to enhance mobility management 
and QoS support. They reduced the signalling cost comparing to the LTE system, but Network Slicing has not been implemented 
in the presented model. In 2018 [114], use cases such as automation, eHealth,and smart city. In addition, the data plane has not 
been developed in the SliceNet prototype. 

5G-EmPower platform [102] built upon an open-source project to provide flexibility and scalability to the RAN, but not for 
the core network. The 5G-EmPower platform worked on three use cases: radio access network slicing, mobility management 
and load balancing. The system’s scalability is based on open-source code, which has a limitation in the system support and 



 

the CPU utilization reached between 60% to 70% for two users. Furthermore, the 5G-EmPower developed an eNodeB 
simulator to connect 50 eNBs to 100 UEs to evaluate the 5G-EmPower operating system’s scalability at the SBI; the CPU  

utilization reached between 70% for 5000 UEs. This project’s limitations are slice specification schedulers and the admission 
control to set policies for the slice. 

 
Limitations of the existing European projects. 

5GINFIRE is a European project that aims to be finished in 2020 [115]. The 5GINFIRE project proposed many challenges 
within the management and orchestration (MANO) platform to enable network services on top of the VNFs and verticals in 
the 5G ecosystem. The 5GINFIRE project targets different verticals, mainly when the Internet of Things (IoT) and 
programmability network are applied in different scenarios such as eHealth, automotive and smart cities that need to be 
connected in the future network. 

Some of these systems are developed to manage mobility dynamically with different services at a service level. In addition, 
other projects are enhanced mobility management by implementing a set of functions in a control plane to enhance the mobility 

      

     

 

     

 

     
 

     

 
     

 
     

 

     

 

      

     

 
     

 

     

 



 

between different use cases in the user plane. Moreover, the system’s limitations have been identified in Table 4 with the 
recommended solutions to optimize the system performance. 

IV. TRAFFIC CLASSIFICATION FOR THE FUTURE NETWORK 
The priorities of the slice and user per service within the slice will be changed based on the state of the network in an unexpected 
situation such as disasters time that needs an emergency contact[116]. Furthermore, most of the published work in literature 
identifies three types of slices and many types of services for each slice [17], [40], [42], [81]. Thantharate et al. defined an 
alternative type of the slice called master slice to adapt the user request until the deep learning model arranges a specific slice 
for the UE based on the demands after the network failures [62]. On the other hand, other researcher added a new slice type 
called High-Performance Machine Type Communications (HMTC), which works with applications in a high data rate, low 
latency and high availability, as shown in the ATIS report. 

When the user mobile from one slice to another will be based on a set of parameters, one of these parameters will be the 
traffic type. Therefore, we need to classify the traffic to manage the inaccurate mobility way. This section will classify the 
traffic for future networks according to the requirement, as shown in Table 5. Moreover, we could analyse the classification 
principles to different ranks based on the variable’s priority: 

1) First rank for route (same route or different route). 
2) Second rank concerning with TCP or UDP. 
3) Third rank which includes bandwidth and delay. 4) Forth rank premium (low, medium and high). 

 
 
TABLE 6. Limitations of existing work along with possible solutions. 

 
V. OPEN RESEARCH ISSUES AND FUTURE DIRECTIONS  
Most of the research papers identified sharing resources per slice, controlling the network slice dynamically by using a set of 
policies, managing the priority of a slice and service that the user belongs to, and other challenges related to slice management 
still open issues. Aspects related to the security of Network Slicing is outside the scope of this paper hence not considered. 
However, future networks should consider security issues regarding the users’ potential in the slice to introduce any risk to the 
system. Consequently, security will be another challenge for the 5G system that needs robust network policies to protect the 
network from any risk or threats [48]. 

Mobility is one of the critical issues at a service level for future network. Moreover, mobility management is defined in two-
mode modes: idle mode for the user reachability and connected mode for the handover [117]. Moreover, the 3GPP discussed 
how to control the level of mobility in their TS document [95]. Additionally, Addad et al. [118] implemented mixed-integer 
linear programming to solve this problem with a fixed number of nodes. The authors also recommended heuristic algorithms 
that could solve the problem by distributing the nodes in polynomial time. Further, mobility needs in depth research to be 
elaborated for real-world applications to satisfy user demands [118]. 

Zhang et al. [40] implemented a handover mechanism and resource allocation to enhance the scalability and flexibility in 5G 
networks under Network Slicing for macrocells and small cells. Furthermore, the authors identified the open issues that need to 
be solved in the future communication system, such as resources sharing within inter/intra slice, QoS/QoE, polices and load 
balancing at the network level. Besides, cooperating with a service level in Network Slicing. Plus, considering the union between 
multiple RATs to provide seamless mobility and high throughput. Although slice management is still an issue significantly 
when the complexity of services and applications increase [21]. In addition, Hossain and Hasan [82] mentioned numerous 
research issues, and some of these issues remain a challenge until now. These include inter-slice isolation, intra-slice resource 
allocation that need sufficient design and functionality, including how modern networks make these issues work together. In 
addition, some of the existing research with their limitations have been identified in Table 6 with the recommended solutions 
to improve these issues for further developments. 

 
 
 
 
 
 
 
 



 

TABLE 5. Traffic classification. 

 

 
The network resources optimization will be based on QoS/QoE. These two issues set the rule for managing the network in 

term of mobility management, resources allocation and Network Slicing [16], [19]. Additionally, the QoS will be higher within 
the future network when the same amount of the resource is required by different slices with different priority values. 
Furthermore, changing the amount of the recourse allocation for each slice dynamically based on the slice priority without 
effecting the QoE for the user within the slice is a significant point to enhance the performance and minimize the latency for 
future systems. In addition to the above research issues, future directions will be listed below for further exploration: 

 
 



 

BLE 6. Limitations of existing work along with possible solutions.

          

 
 

• Multiple controllers need to be implemented in the control plane to improve the scalability and the availability for the 5G 
services when the SDN controller manages these services. 



 

• NBI connects between the SDN controller and the 5G entities when implemented in the application plane. Therefore, the 
REST API in the NBI needs more attention. Moreover, the West/Eastbound Interface need further consideration to 
improve the scalability of the controller. 

• With mobility management as a service, real-time learning needs more attention to enhance the QoS/QoE in the 5G 
network by implementing machine learning algorithms for this purpose. 

• In real-time, policies and services should be provided to the slice according to the demands. On top of that, Network 
Slicing should be managed dynamically in this operation. 

• Classification for the services and traffic in slice needs to be considered by using, for example, a machine learning 
approach. 

• Inter-slice resources allocation and the scalability for the resources from one slice to another need attention. 
• Isolation among the slices in terms of services and functionality at the beginning of the slice implantation represents an 

essential research direction to improve the networks’ security part. 
• Slice selection discussed, which needs more investigation in the slice selection type (selective and sequential). If the 

system applies the particular type, it needs to identify when the slice will be selected and why. If this system utilises the 
sequential type, then it needs to find the benefit of this type. Also, why future systems need to use slice selection?. 
Furthermore, what is the interest of the telecommunication companies in terms of cost and energy? 

To sum up, these open issues and research directions are critical and require more investigations to optimally use the 
capabilities of the SDN/NFV in future networks without any limitations. 

VI. CONCLUSION 
Network Slicing technology is a significant component for the future network, enhancing the data transmission’s reliability 
and reducing the transmission delays and minimizing small fluctuations and small errors in the network. This paper reviews 
the trending technologies and summarises the existing research and systems with the current systems’ limitations. Besides, 
according to our review, slice management is essential in inter/intra slice scenarios. This is the first survey paper to discuss 
and summarize the slice management in service continuity in terms of policies, services, and functionality to the best of the 
authors’ knowledge. 

Studies into existing literature presented in this paper identify that managing the Network Slicing dynamically in realtime 
operation with softwarization techniques are missing in the current systems. Furthermore, network providers currently 
investigating how softwarization techniques will be evolved with cellular systems, besides how the virtualized functions and 
services from one provider will cooperate with other providers to move to their services dynamically without affecting the 
QoE for the subscribers. 

In future, mobile networks for inter/intra-slice and mobility management at a service level represents crucial features that 
influence the QoS in real-time as it is provided to the users based on the user’s expectations. Based on the research that has 
been done in this paper, mobility management as a service is still an open issue and under investigation by telecommunication 
companies and researchers, especially at a service level for the real-time application within the core and radio access layer. 
Consequently, future work includes optimizing resource management and service continuity to meet the QoS standard and 
maximize the QoE for the user. 
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