With the advanced development of computer-based enabling technologies, many engineering, medical, biology, chemistry, physics and food science etc have developed to the unprecedented levels, which lead to many research and development interests in various multi-discipline areas. Among them, biomimetics is one of the most promising and attractive branches of study. Biomimetics is a branch of study that uses biological systems as a model to develop synthetic systems. To learn from nature, one of the fundamental issues is to understand the natural systems such animals, insects, plants and human beings etc. The geometrical characterisation and representation of natural systems is an important fundamental work for biomimetics research. 3D modeling plays a key role in the geometrical characterisation and representation, especially in computer graphical visualization. This chapter firstly presents the typical procedure of 3D modelling methods
and then reviews the previous work of 3D geometrical modelling techniques and systems developed for industrial, medical and animation applications. Especially the chapter discusses the problems associated with the existing techniques and systems when they are applied to 3D modelling of biological systems. In addition, the chapter also presents two case studies of authors’ own work. Based upon the discussions, the chapter proposes some areas of research interests in 3D modelling of biological systems and for Biomimetics.

10.1. Introduction

Biomimetics is a branch of study that uses natural biological systems as a model to develop synthetic systems. While approaches vary, the principle is the same in that using biomimetics, human beings learn from nature. Biomimetics is also known by several names — bionics and biognosis, etc. Basically it is the concept of taking ideas from nature and implementing them in another technology such as engineering, design and computing. The concept is very old (the Chinese wanted to make artificial silk 3,000 years ago; in Greek mythology Daedalus’ wings could be regarded as an early design failure). Biomimetics is gathering momentum because of recent advances in technology and the ever increasing need for sympathetic and sustainable technology. For details of the definition and discussion of biomimetics, please refer to Refs. 1–3.

To learn from nature, one of the fundamental issues is to understand the biological systems. The understanding consists of (1) the description of the natural system as well as its behaviors and functions; (2) the specification of the mechanisms of how natural systems perform their functions; (3) the identification of the physical, chemical and biological properties of natural systems; (4) the geometrical characterization of natural systems including morphological surface features and internal structures and (5) any other related areas which are useful for the design and development of synthetic systems. Among the above areas, the geometrical characterization of natural systems is the important fundamental work for biomimetics research. Since human beings looked to nature for inspiration more than 3,000 years when the
Chinese hankered after an artificial silk,² people have been using various methods to obtain the geometrical information of natural systems. Many people have published their work on geometrical characterization of animals, insects, plants and human beings.⁴–³⁹ The work includes techniques for acquisition of geometrical information, data processing algorithms, 3-D modelling algorithms, 3-D geometrical computation theory and methods for computer graphical visualizations. However, most of these technologies and methods have been designed and developed for engineering, medical-related application and animation purposes. When they are applied to 3-D modelling of biological systems for biomimetics research and applications, many problems often emerge. These problems include: (1) unsuitable accuracy, resolution and workable areas of 3-D scanners for raw data capturing of biological objects; (2) low efficiency algorithms for raw data pre-processing, point cloud/image edge detection and segmentation; (3) 3-D geometrical mathematical models for 3-D modelling, representation and computer graphical visualization of biological objects with special features such as sharp corners of a biological object, insect tarsus, field mouse hairs and tine features of flowers of some plants, etc.; (4) as far as the authors are aware, there is no dedicated 3-D modelling system for biological objects, including scanners, associated software and stand-alone software; and (5) there is no well-accepted methodology/protocol in the biomimetics community for people to follow in enhancing quick information sharing, efficient knowledge generation and promotion. This chapter tries to discuss those problems, present some typical applications and propose some areas of research interests with the purpose of presenting problems, and hopefully attracting more people’s interests in efforts for design and development of systems suitable for 3-D modelling of biological objects.

To avoid the repetition, in this chapter, for convenience, the term “biological objects” will be used to refer to all complex biological systems, namely animals, insects, plants and human beings. The size of a biological object can be as big as a mammal animal, or as small as an insect and as tiny as a cell.

Following the introduction, Section 10.2 will present the discussion of the methods for 3-D geometrical modelling used in practice. The discussion will be focused on the methods for raw
data capturing, pre-processing, edge detection and segmentation, including the problems of the existing 3-D modelling technology and methods, especially the problems when they are applied to 3-D modelling of biological objects. Section 10.3 will present the typical 3-D digitizing technologies/scanners, their characteristics and suitability for digitizing biological objects. Section 10.4 will discuss various 3-D geometrical mathematical modelling methods and their characteristics. Then, Section 10.5 will present three applications of 3-D modelling to biomimetics study. Based upon the above sections, Section 10.6 will propose some areas of interest for 3-D modelling of biological objects, and finally Section 10.7 tries to draw conclusions.

10.2. 3-D Geometrical Modelling

10.2.1. Introduction

3-D geometrical models of a physical object can be defined as a data set in an organized numerical form. They can be used to generate various 3-D models of different formats to graphically represent the object. Computer graphical visualization is the most popular and powerful method. There are many 3-D computer models used in engineering, science, medical, military, arts and many other areas. The list can grow much longer easily. The methods for generation of the 3-D computer models can be classified into two main types: one is reverse engineering (RE), which is currently used widely for industrial and animation applications. RE is the process of duplicating an existing component or subassembly without the aid of drawings, documentation or computer model data by using 3-D geometry computation, computer graphics, engineering analysis and measurement of existing parts to develop technical data required for successful commercial reproduction. In this chapter, the RE-based method is called Method 1 (M1); the other method is direct generation on computer through 3-D computer software such as Solid Works and Auto CAD etc., called Method 2 (M2). The difference between the two methods is that the RE method employs 3-D digitizing techniques to obtain the surface information of a physical object in the form of a set of geometrical points of three position components, and sometimes three surface color information, while the direct generation of a
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3-D model is mainly based on the human–computer interface of 3-D software to input the geometrical information. That is, almost all geometrical information is obtained using 3-D digitizing scanners in the RE method while the direct 3-D generation method employs limited geometrical information mainly from manual measurement of an existing object. Figure 10.1 shows the 3-D models of engineering components, animals, insects, and plants generated using M2.\textsuperscript{44,45} These models are certainly useful for biomimetics study. However, they lack detailed geometrical information about the morphological surfaces; so many small but very important surface features have been ignored. Comparatively, there are more problems associated with M1; this is especially true when the method is applied in 3-D modelling of a biological object. Besides, M2 can be seen loosely as a sub-set of M1. So this section will mainly present M1 procedures and discuss the associated problems.

10.2.2. Procedure of M1

10.2.2.1. Procedure

The procedure of typical M1 consists of five steps for CAD model creation. It involves data acquisition, data processing, segmentation, curve and surface model generation and solid model creation, as shown in Fig. 10.2.

![Fig. 10.1. 3-D models of engineering component, animals and plants generated using Method 1. Some jpg files of this figure were from 3D Cafe and 3D Model Works (www.3dcafestore.com/3dmodels1.html, http://3dlenta.com/en/plants.html).](image)

![Fig. 10.2. The five steps of a typical M1.](image)
10.2.2.2. Data acquisition

Data acquisition is the first step in M1. A target component (e.g. a morphological surface of an animal, insect or plant) is normally scanned using an appropriate scanning strategy and 3-D digitizing equipment. Several settings may be required for a full scanning of a complex surface. At each scanning, the geometrical positions of many points on the surface and surface color information are captured. The position of each geometrical point is described by three positional co-ordinate components, \( x \), \( y \), and \( z \). The color of the surface is described by three color components, \( r \) (red), \( g \) (green) and \( b \) (blue). All points together are called the point cloud.

The surface information of an object can also be captured by normal video or CCD cameras used for Photogrammetry, a technology which has been used for more than 150 years,\(^{46-50}\) or for Photogeometry, a process in which a series of still photos of an object are taken and a combination of proprietary and off-the-shelf software is used to derive a 3-D representation of an object in space.

The above scanning methods can only be used to acquire the geometrical and color information of the surface of an object without slicing it. No information of internal features can be obtained. So various other technologies have been developed to address this problem. The typical methods are to obtain the cross section information by either directly scanning or cutting the object into a serial of cross sections\(^{51}\) for medical-related applications. Medical imaging has come a long way since 1895, when German physicist Wilhelm Conrad Röntgen observed strange flickers cast by his cathode-ray instruments. Within months, Röntgen had used the mysterious “X-rays,” as he called them, to produce an image of the bones of his wife’s hand, revolutionizing medicine. For the first time, physicians could peek inside the body without cutting it open or probing an orifice.

3-D scanners for medical-related applications are normally serial cross-section based. Capturing technologies include (1) sections obtained directly (e.g. serial-section microscopy, confocal microscopy, or mechanical sectioning of an object); (2) serial sections obtained from MRI (magnetic resonance imaging), CT (computer tomographic reconstruction), ultrasound and X-ray; (3) 3-D holography; and
(4) direct calculation from mathematical models, etc. In this chapter, we refer these methods as serial cross-section based 3-D scanning methods.

In engineering applications, some efforts have been made to build 3-D models of porous materials using microscope to capture the images of sliced surfaces of the porous materials and then processing these images using various software and algorithms.\textsuperscript{52} The advantage of this method is that the accuracy of the model can be as high as a few microns though the proper selection of the magnifying factor of the microscope. However, this is a very time-consuming process. For example, to build a 3-D model of 2 mm by 9 mm by 9 mm porous metal could take up to two to three months.

10.2.2.3. \textit{Data processing}

Data processing mainly consists of two tasks: (1) point clouds alignment to form a single point cloud to represent the whole surface and (2) point cloud sampling.

\textbf{(a) Point clouds alignment}

As discussed above, it is very often required to have several settings to obtain a full scanning of a surface, so more than one point clouds are collected. They should be assigned together to form a single point cloud. There are normally two ways to do it: (1) Physical method — alignment through a single physical scanning reference point or multi physical scanning reference points and a homogenous matrix describing the positional and orientation relationships between the reference points; (2) Soft computing method — alignment by picking several (at least three) non-collinear points (at least one point should not be co-planar to the other two) of each cloud to generate a homogenous matrix. The physical method is easy to use, but it takes long time and it is more expensive to make additional fixtures for setting up the object. The errors of this method are dependent on both the quality of the fixtures and the experience of the operators. The soft computing method is relative cheap and easy to use, but it demands good mathematical models for the efficient computation of the homogenous matrices. Some scanners and associated software provide this feature. But it is often found that the performance of
this feature is not as good as claimed by the marketing promotion activities.41,53

(b) Sampling methods

Before or after alignment of the point clouds, due to the nature of three-dimensional scanners, the number of scanned points is often large, and accuracy varies. The number can be from millions to billions. A large number of data points cannot be manipulated efficiently in late processing and application. So, it is desirable to appropriately reduce the number of data points. However, it needs to be determined precisely how many (or at what interval) points will be sampled. This amounts to saying that original parts cannot be reconstructed correctly if the scanned data is sampled beyond the tolerance.

In this chapter, the two sampling methods will be discussed: vector sampling and rate sampling.54,55

The algorithm for the vector sampling method can be described as follows:

Suppose there are three consecutive scanned points \((P_a, P_b, P_c)\) from a point set. Then, two directional vectors can be computed with the points: \(\mathbf{V}_1 = P_b - P_a\) and \(\mathbf{V}_2 = P_c - P_b\). The idea of the vector sampling method is to remove the center point \((P_b)\) if the angle \((\theta)\) between two direction vectors, \(\mathbf{V}_1\) and \(\mathbf{V}_2\), is less than the predefined angle tolerance \((\theta_t)\). At the same time, the distance between first two points \((P_a\ and\ P_b)\) must be taken into account. If the distance \((l = |P_a - P_b|)\) from a considered point to the last retained point is larger than the distance tolerance \((l_t)\), the considered point will be preserved.

Sampling by rate is a simple but powerful technique to reduce highly redundant points within a given tolerance. This method removes every point whose sequence number is a multiple of “\(\alpha\)” along a scan line, where \(\alpha\) is the value of a user-input integer. Both methods are often employed together for sampling point clouds.

For images stack captured using serial cross-section based 3-D scanning methods, some pre-processing work is required for image enhancement prior to 3-D reconstruction. The pre-processing usually involves application of image filters (mathematical algorithms...
implemented in software) to the entire data set to remove noise and artifacts, smooth or sharpen the images, or to correct for problems with contrast and/or brightness. While these filters are generally performed as pre-processing steps, they can also be carried out after a 3-D model has been reconstructed from the image stack.

Median and Gaussian filters have the general effect of smoothing images. These are used to eliminate noise and background artifacts and to smooth sharp edges, but also tend to remove some of the details in small objects. This kind of filter is useful if we want a smooth 3-D surface model of biological objects.

Sharpening filters can be used to emphasize details in the image stack, but also have the effect of highlighting noise and other small artifacts. The application of sharpening filters is most useful when the image stack consists of fine structural components of a specimen, or when edge enhancement is desired. This kind of filter is useful if we want a 3-D model with small features of biological objects. However, this function sometimes cannot be applied when modelling a biological object for the applications of design and development of a tool that needs a sharper edge.

The contrast and brightness of the image stack can be adjusted to enhance perception of the sampled specimen. This is usually done by changing the ramping of the greyscale values for the dataset. Histogram equalization can be used to improve contrast by a non-linear mapping of the grey levels in an image. This technique is most commonly used when the grey levels are concentrated in a small portion of the range of possible values.

It is important to realize that the application of filters to the data set can ultimately affect quantitative measurements of 3-D reconstructions produced from it. As such, the application of filters in some instances is used only for display purposes.

10.2.2.4. Segmentation and edge detection

(a) Edge detection

Edge points are either the outer boundary among constituent regions with relatively distinct discontinuities, or internal boundaries in a
region. Edge detection is a crucial step since geometrical features are recognized and extracted from the information of edge points.

There are normally two kinds of edge points: sharp edges and smooth edges. Sharp edge features can be often found on the surfaces of animals and plants. Sharp edges can be detected by the existence of tangency discontinuities. The process of sharp edge detection is straightforward since the existence of tangency discontinuities can be easily checked along the scan lines. But there are some errors here, since the points on the true edge could be omitted during the scanning. This error is dependent on the resolution of the scanner. This is often found to be a barrier to generating a satisfactory 3-D model of a biological object.

The variation of curvature values can be used to detect smooth edges. One characteristic provides a reasonable solution for detecting smooth edges in a curvature plot: “spike.” These spikes in the curvature plot give a clear indication of the location at which the points are to be partitioned into different sets. Hence, the presence of spikes can then be used to detect the presence of smooth edges.

(b) Segmentation

An ordinary engineering component or a biological object consists of many distinct geometric shapes. The whole scanned point cloud sometimes needs to be divided into several regions according to its constituent shapes. This process is called segmentation. The whole segmentation process needs to be successfully accomplished, since it is normally a prerequisite step to recognizing features from the discrete scanned data. It has been manually carried out by RE operators. The mouse is normally used to select appropriate points on the displayed image. The point data captured in the mouse “window” are ready to be mapped to a feature. Segmentation must be continued until the whole regions of an object are isolated completely. The level of subdivision depends upon the complexity of the object.

It is the trend that more work has been done for automatic segmentation though it is still in the early stage for the practical applications of fully automatic segmentation. It is especially true for the method based RE with normal industrial 3-D digitizing scanners.
As for image stack obtained using serial cross-section based 3-D scanning methods, segmentation refers to the process of extracting the desired object (or objects) of interest from the background in an image or data volume. There are a variety of techniques that are used to do this, ranging from the simple (such as thresholding and masking) to the complex (such as edge/boundary detection, region growing and clustering algorithms). Segmentation can be aided through manual intervention or handled automatically through software algorithms. It can be performed before building the 3-D reconstruction by processing of images in the image stack, or after the 3-D model has been formed.

10.2.2.5. Curve/surface model creation

The point clouds generated from segmentation can be used to generate curve/surface models using commercial software such as Imageware’s Surfacer and Raindrop Geomagic Studio, etc. Various curve and surface models created at this stage are useful for biomimetics research and application for analyzing and understanding the functions and geometrical features of biological systems.

10.2.2.6. Solid model creation

Solid models can be directly created from curve or surface models generated in Section 10.2.2.5 by using commercial CAD software such as Solid Edge or Solid Works, etc. Solid models are useful for simulation, animation performance analysis of biological systems, man-made system design and manufacturing in biomimetics research and application.

After pre-processing of the image stack captured using serial cross-section based 3-D scanning methods, it can then be reconstructed into a 3-D volumetric dataset. This is usually achieved using either volume or surface rendering techniques.

The resulting 3-D image from cross-section based methods such as NMR and confocal microscopy is normally a discrete scalar field, that is, it is a 3-D grid with values given at each point of the grid. But this kind of 3-D image is not very useful for biomimetics study.

Volume rendering is a computer graphics technique whereby the object or phenomenon of interest is sampled or subdivided into many
cubic building blocks, called voxels (or volume elements/pixel). A voxel is the 3-D counterpart of the 2-D pixel and is a measure of unit volume. Each voxel carries one or more values for some measured or calculated property of the volume and is typically represented by a unit cube. The 3-D voxel sets are assembled from multiple 2-D images and are displayed by projecting these images into 2-D pixel space where they are stored in a frame buffer.

In surface rendering, the volumetric data must first be converted into geometric primitives by a process such as isosurfacing, isocountouring, surface extraction or border following. These primitives (such as polygon meshes or contours) are then rendered for display using conventional geometric rendering techniques.

Both techniques have advantages and pitfalls. A major advantage of the volume rendering technique is that the 3-D volume can be displayed without any knowledge of the geometry of the dataset and hence without intermediate conversion to a surface representation. This conversion step in surface rendering can sometimes be quite complex, especially if surfaces are not well defined (i.e. noisy 2-D images) and can require a lot of user intervention (such as manual contour tracing). On the other hand, because the 3-D dataset is reduced to a set of geometric primitives in surface rendering, this can result in a significant reduction in the amount of data to be stored, and can provide fast display and manipulation of the 3-D reconstructions produced by this method. By contrast, since all of the image stack data is used for volume rendering, computers with lots of memory and processing power are required to handle volumes rendered in this manner. Because the entire dataset is preserved in volume rendering, any part, including internal structures and details (which may be lost when reducing to geometric structures with surface rendering) may be viewed. This could prove to be a powerful method for animation of biological systems to understand their principles and mechanisms at the early stage of biomimetics research.

10.3. 3-D Digitizing Technologies/Scanners

As discussed above, the first step of creating 3-D models of an existing physical object is to collect geometrical, and sometimes color,
information of the morphological surface and internal features of an object. In this step, 3-D digitizing technologies/scanners play the central role. There are a variety of commercially available technologies/scanners that can be used to digitize objects from the molecular scale on up to multi-story buildings. Many of the commercial products are available on the market. Based on the applications, 3-D scanners can generally be classified into three main categories: 3-D scanners for industrial applications, for medical applications and for animation applications.

10.3.1. **3-D scanners for industrial applications**

The main technologies used in 3-D scanners are sensing technologies including tracking, imaging, range finding or a combination of these. Based on the sensing technologies, 3-D scanners for industrial applications can be further divided into two sub-categories: contact and non-contact scanners.

10.3.1.1. **Contact 3-D scanners**

The sensing technology in contact 3-D scanners is tracking systems that digitize by positioning a probe on the surface of an object and triggering the computer to record the location, as shown in Fig. 10.3. The simplest tracker is a mechanical linkage or pantograph. Computerized Measuring Machines (CMM), such as Cyclone made by Renishaw\(^4\) and X330 by Faro Technologies\(^6\) are robust 3-D mechanical trackers for manufacturing applications and landscape documentation and survey. There are manual and automated contact-tracking systems. Manual tracking systems requiring a large amount of patient, skilled labor like Faro Arm, but they can sometimes digitize an object directly into polygonal models, eliminating the need for the reconstruction phase. Automated probe tracking systems produce point clouds that will require fully reconstruction line Renishaw Cyclone. Most contact 3-D scanners are designed for the accuracy from 10 µm to 200 µm, which is suitable for industrial applications such as reverse engineering of an existing component and error analysis.\(^{4,5}\) But some automated trackers such as the Scanning Probe Microscope (SPM) can be used to create 3-D models of molecular scale objects.
3-D contact scanners can be used for biomimetics research in areas that do not need detailed geometrical features such as scanning the overall shape of a dolphin for CFD analysis to learn about its wonderful fluid dynamics performance\textsuperscript{63–64} or to find out the leg and body layout design of various insects to study their incredible ability to carry loads or study their walking efficiency to advance man-made limbed machine innovation,\textsuperscript{65–67} as shown in Fig. 10.4.

But most 3-D scanners for industrial applications are not suitable for biomimetics research that requires understanding and capturing small geometrical features of a biological object. For example, to learn from the female dung beetle’s unique surface features to design and develop
low resistance and efficient earth-moving equipment such as bulldozers and ploughs, it is necessary to scan its forehead, which requires scanners with much higher accuracy and resolution than normal 3-D contact scanners for industrial applications.

It is worth pointing out that a Japanese company, Mitutoyo, marketed a contact 3-D scanner which can capture geometrical information with the accuracy as high as \( \pm (0.5 + L/100) \mu m \), resolution as high as 0.1 \( \mu m \) and measuring force as small as 0.01 N, that is suitable for scanning small geometrical features. But the scanner’s range is only 50 mm and there is no confirmed report that size of the probe is small enough to reach the small features or that there is associated software that is suitable for biomimetics research.

10.3.1.2. Non-contact 3-D scanners

The sensing technology in non-contact 3-D scanners involves tracking systems that digitize by emitting light (laser or normal) onto the object to capture the geometrical information in the form of three positional components \((x, y, z)\) or three positional components \((x, y, z)\) and three color components \((r, g, b)\). The typical examples of this kind of 3-D scanner are Hymarc’s Hyscan and Wicks Wilson’s human body and head scanners.

The Hyscan 45 is a high-performance 3-D scanning laser digitizer which rapidly acquires precise XYZ data points from an object. Hyscan systems map surface information in a continuous high-speed non-contact fashion with \( \pm 0.001'' \) \((\pm 0.025 \text{ mm})\) \(\pm 3\) sigma accuracy, which satisfies demanding applications such as reverse engineering, design, rapid prototyping and inspection in industry. The Hyscan laser digitizer is designed to fit to any Coordinate Measuring Machine (CMM), Computer Numerically Controlled (CNC) Machine, or other translation device. The integrated design yields a powerful yet user friendly system which can be quickly and easily be interchanged with existing probes or tools.

Figure 10.5 shows the principle behind a 3-D laser scanner. The TriForm Head Scanner from Wicks and Wilson is designed specifically to capture the human head in monochrome or full color. The capture technology is that the scanner projects striped patterns of
normal white light onto the subject, using no lasers or other radiation. The patterns are stored by a digital camera and image software is used to process 3-D geometrical and color information to create a full color 3-D image of head, including complex capturing of hair. The main advantage for this scanner is the light source is not lasers or other radiation that could damage the living object. The other advantages include very short scanning time (from about two seconds for HS1 SINGLE-VIEW to about 10 seconds for HS2 Double View) and color information of the surface is captured simultaneously. These features make this scanner suitable for scanning biological bodies (animals, insects and plants) for some biomimetics research that does not need high accuracy and resolution, since the TriForm scanners’ accuracy is as low as ±1 mm. Figure 10.6 shows the TriForm HS2 Double View Head Scanner.

There are many other 3-D scanners available on the market. For more scanner products and their working principles, please see Refs. 70 and 72. Most of them are not suitable for biomimetics research that requires the capture of small geometrical features of biological bodies.

10.3.2. 3-D scanners for medical applications

This section briefly discusses 3-D scanners mainly for medical-related applications from the biomimetics point of view. For more details, see Refs. 73 and 74. 3-D scanners for medical applications mainly rely
on an image approach using a series of slices through the object. The slice image can be obtained by actually cutting the object and taking optical photographs of the ends or by using advanced sensors such as ultrasound, Magnetic Resonance Imaging (MRI), X-Ray Computed Tomography (CT), serial-section microscopy and confocal microscopy. The slices can be used to produce volumetric data (voxels) or feature extraction might be used on the images to produce contour lines. Both forms of data can be readily converted to polygonal and surface models.

In serial-section microscopy, the tissue being studied is sectioned into a number of slices and each slice is put into a microscope. Then, images are captured of each slice. To recreate how the tissue looked before we sectioned it, we must put all the images of all these slices back together again, just as if we were putting the real slices of tissue back together again.

In confocal microscopy, the microscope can obtain a single plane of image data without having to slice the tissue. In this case, we don’t need to realign the images of the slices much, but just stack them back together and then visualize the result.

In MRI, the imaging device acquires a number of cross-sectional planes of data through the tissue being studied. All of these planes must be stacked back together to obtain a complete picture of what the tissue was like.
Problems associated with image acquisition using serial-cross-section-based 3-D scanners are discussed as follows:

(1) It is usually very expensive and requires a tightly controlled operational environment.

(2) The file size of the image stack is very large. For example, when using confocal microscopy, an image stack consisting of 50, 512*512 8-bit images occupies 12.8 MB of storage space. The 3-D size of the image stack not only has implications for storage space, but also has adverse effects on the processing, display and manipulation of this data. That could be a serious problem for 3-D modelling of biological objects.

(3) It is difficult to select thickness of the slice. If the thickness is too small, the number of slices is too high, which leads to large file size; if thickness is too big, some small features (like the boundary location between two distinct features) would be omitted.

(4) Confocal microscopy is highly destructive. As the laser scans the specimen, it is selectively bleached in the X/Y plane and non-selectively bleached in the Z plane. If the specimen is scanned one plane at a time, not only is that plane bleached, but all other cross-sectional planes above and below that plane are also bleached. If the laser power is set to its maximum, the bottom slice in an image stack would have received as much irradiation as if all of the images were captured at the same plane. It has been suggested that this non-selective bleaching effect in the Z plane can be reduced by a process called Z-axis distributed averaging.\(^{75}\)

(5) It is usually more difficult to use serial-section microscopy and put the slices back together than to use confocal microscopy, MRI, or CT. However, it is more difficult to use an imaging technique like MRI or confocal microscopy to “see” a small object than to use serial-section microscopy. Because the information from surrounding areas blurs out what you’re looking for, the smallest thing that an MRI can “see” is about 1mm cubed. For confocal microscopes, the smallest object that is detectable is about $1/10\,\mu m$ ($1/10,000\,mm$). But once you slice the object up, you can use other forms of microscopy such as an electron microscope to be able to see objects almost as small as
There are even newer “atomic force” microscopes that even let you detect individual atoms, but not many people (as yet) have done 3-D reconstructions at this minute level. The problem is, the smaller one goes, the more artifacts can be introduced, so the reconstruction process gets much more difficult.

From the above discussion, it can be noted that serial cross-section based 3-D scanners can be a good choice for some biomimetics research such as understanding of a biological system’s mechanisms at the early stage of biomimetics research. However, we are far from the situation where we can rely on them to meet all the requirements of biomimetics research and application.

10.3.3. 3-D scanners for animation applications

Animation applications include art, fashion, clothing, film, e-Business, engineering system concept design, medical treatment such as prosthetics, orthopedic fittings, biopsy, radiation therapy, and robotic hip replacement, etc.

3-D scanners for animation applications are different from the others in terms of their relatively low cost and high efficiency of data acquisition. But the accuracy is not as high as that for industrial and medical applications. The typical accuracy is from 200 \( \mu \text{m} \) to 2 mm. There are also two kinds of scanners: contact and non-contact.

For example, the MicroScribe® G2\textsuperscript{76} is an affordable 3-D digitizing system marketed more towards the animation industry. MicroScribe products capture the physical properties of three-dimensional objects and translate them into complete 3-D models. Wicks Wilson’s normal white light scanners are also ideal for animation applications. Other scanners include the EOS Systems PhotoModeler, which uses manual feature digitizing in disparate viewpoint images to create object models. Geometrix introduced a product at Siggraph 1998 that applies automated photogrammetry to video images. This technology holds significant promise for rapid creation of 3-D models using conventional and digital video cameras. Figure 10.7 shows a Photogrammetry system and its principle.\textsuperscript{77}
Due to the nature of function performances such as low cost and high efficiency of data acquisition, 3-D scanners for animation applications can be used in biomimetics study that requires geometrical models of large size and low accuracy.

10.4. 3-D Geometrical Mathematical Modelling Methods

As for the 3-D modelling of cars, airplanes and engineering equipment, etc., Computer Aided Geometric Design (CAGD) plays a major role in 3-D modelling of animals, insects and plants for biomimetics research and development. The mathematics behind CAGD is also indispensable in computer graphical visualization of the models. There are many methods such as polynomial and parametric interpolation, least squares and Bezier curves, Hermite and natural cubic splines, tensor product surfaces, lofting and Coons surfaces, B-splines, B-spline curves and surfaces, interpolation with B-spline curves, least squares B-spline methods, and NURBS (non-uniform rational B-splines). This section discusses some mathematical modelling methods and their suitability for 3-D modelling of biological objects.

10.4.1. Polynomial interpolation for curves

The central idea of interpolation is to find a polynomial which goes through prescribed data points \((x_i, y_i, z_i), 0 \leq i \leq n\). Some methods
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such as Newton interpolation) can be used to find the unique $z = f(x, y)$ of degree less than or equal to $n$ — one less than the number of points. The mathematics for finding this equation is elementary and well known. The main problems associated with polynomial interpolation for curve models are: (1) It cannot be trusted for extrapolation purposes, which indicates that it is not reliable for analysis and design of a product using geometrical information generated by extrapolation of the curve model obtained by scanning small area of biological objects for biomimetics research; (2) It inevitably generates wiggling of high degree polynomials within the range of interest. The wiggling problem can be solved using mathematical treatment.

10.4.2. Bezier curves

Polynomial interpolation is suitable for a “best fit” polynomial of lower degree. If the number of points, $N$, is limited and a higher degree of polynomial is required, it is normally difficult to get an exact fit. The method of least squares is one popular solution for such circumstances. However, Bezier curve is another alternative. It starts with points $P_0, P_1, \ldots, P_n$ and ends up with a parametric curve that is polynomial of degree less than or equal to $n$ in each slot.

The Bezier curve associated with control points $P_0, P_1, \ldots, P_n$ is defined for $0 \leq t \leq 1$ by

$$B(t) = \sum_{i=0}^{n} \binom{n}{i} t^i (1-t)^{n-i} P_i.$$ (10.1)

The functions attached to the points here are known as the Bernstein basis functions. Cubic Bezier curves use four control points, and the basis functions are $(1-t)^3$, $3(1-t)^2$, $3(1-t)t^2$, $t^3$. These curves have many applications, sometimes in the equivalent Hermite formation, specified in terms of just two control points with specified tangent vectors there. Large curves can be built up by stringing many such segments together, with tangent continuity at all points. This property can sometimes be found to be very useful in biomimetics. For example, due to limitation of workable range of 3-D scanners, a large area of biological surface can be divided into a matrix of small regular areas.
Then each small area can be scanned separately. The point cloud for each scanning can be directly processed using software to generate the desired Bezier curves based on the requirement of biomimetics research and application. All Bezier curves generated for each small area can be stringed together to form Bezier curves over the whole area. This method will save the multi-point clouds alignment time and reduce errors due to this alignment.

Bezier curves always lie within the convex hull of their control points, since on [0; 1] the Bernstein basis functions are clearly non-negative and sum to 1. Generally speaking, only the first and last control points are interpolated. The intermediate control points influence the curve’s shape in a different way, acting more like magnets. This feature shows that Bezier curves cannot be used for the case that requires high accuracy in biomimetics research. There are various ways to adjust the influence of the control points. One could repeat some points, i.e., list them more than once, but increasing the number of points also increases the degree of the resulting curve. Another restriction inherent to the Bezier approach is the fact that the curves change totally as soon as one control point is moved. This makes it difficult to build 3-D models that require modifications at small local areas.

It can be noted that both polynomial interpolation and Bezier curve methods are limited to polynomials. Now let us not restrict to polynomials. Given points \( P_1, P_2, \ldots, P_n \) and corresponding “weights” \( w_0, w_1, \ldots, w_n \), the associated rational Bezier curve is defined on [0, 1] by

\[
R(t) = \frac{\sum_{i=0}^{n} \binom{n}{i} t^i (1 - t)^{n-i} w_i P_i}{\sum_{i=0}^{n} \binom{n}{i} t^i (1 - t)^{n-i} P_i}.
\]

If the weights are all equal then the rational Bezier curve reduces to the ordinary Bezier curve, since the denominator simplifies to the common weight. Hence only select control points can be “emphasized.” An important application of rational quadratic Bezier curves is to the construction of (bits of) conic sections — including circles, ellipses and hyperbolas — without resorting to trigonometric or hyperbolic functions.\(^79,80\)
Now all curves can be in the form of \( C(t) = \sum_{i=0}^{n} f_i(t) P_i \), for control points \( P_i \), and basis functions \( f_i(t) \). The polynomial interpolation functions can also be realized in this way where the \( f_i(t) \) are the well-known Lagrange functions. In the polynomial Bezier case, the \( f_i(t) \) are the Bernstein basis functions. It will often happen that \( \sum_{i=0}^{n} f_i(t) = 1 \) as well, at least on some parameter interval, which ties in with the convex hull property mentioned above when the basis functions are also non-negative.

### 10.4.3. Elementary surface patches

The interpolation and Bezier curves can be used to come up with two broad classes of surface patches: tensor product surfaces and lofting surfaces. A surface patch is defined as a function of two parameters \( u, v \), plotted over some rectangle in the \( u \) and \( v \) plane, taking values in three spaces. Surfaces of the type \( z = f(x, y) \) can be realized this way, as \( S(u, v) = [u, v, (f(u, v))]. \)

A tensor product surface patch can be built up from cubic Beziers. Let start with a grid of 16 control points \( P_{i,j} (0 \leq i, j \leq 3) \), and then consider the Bernstein functions \( \frac{3!}{i!(3-i)!} u^i (1-u)^{3-i} \) and \( \frac{3!}{j!(3-j)!} v^j (1-v)^{3-j} \), used in the definitions of the cubic Bezier curves controlled by \( P_{0,0}, P_{1,0}, P_{2,0}, P_{3,0} \) and \( P_{0,1}, P_{0,2}, P_{0,3}, P_{1,1}, \) respectively.

We use the set of all possible products of these one variable functions as a basis for our surface: for \( u, v \in \) belong to \([0, 1]\), define \( S(u, v) \) to be

\[
\sum_{i,j=0}^{3} \binom{3}{i} \binom{3}{j} u^i (1-u)^{3-i} v^j (1-v)^{3-j} P_{i,j}. \quad (10.3)
\]

This surface interpolates the corner points \( P_{0,0}, P_{0,3}, P_{3,0}, \) and \( P_{3,3} \). Its precise shape may be varied by altering these and the other control points.

A simpler example of a tensor product surface patch is the bilinear surface patch, which also turns out to be the easiest example of the second class of surface patches, lofting surface. Let start with linear Beziers, i.e., straight lines, connecting four points \( Q_{0,0}, Q_{1,0}, Q_{1,1}, \)
and \( Q_{0,1} \) (in that order), yielding:

\[
Bil(u, v) = (1 - u)(1 - v)Q_{0,0} + (1 - u)vQ_{0,1} + u(1 - v)Q_{1,0} + uvQ_{1,1}
\]

for \( u, v \in [0, 1] \). This is the simplest surface joining four points. It is a ruled surface, and interpolates the lines which connect the given points.

Replacing the four straight lines in the bilinear surface patch with four curves yields a general curved surface patch. For example, use curves \( C_{u,0} \) and \( C_{u,1} \) joining points \( Q_{0,0} \) to \( Q_{1,0} \) and \( Q_{0,1} \) to \( Q_{1,1} \) and curves \( C_{0,v} \) and \( C_{1,v} \) joining points \( Q_{1,0} \) to \( Q_{1,1} \) and \( Q_{0,0} \) to \( Q_{0,1} \), respectively. A hammock between the curves \( C_{u,0} \) and \( C_{u,1} \) can be obtained by lofting in the \( v \) direction. That is

\[
Loft_v(u, v) = (1 - v)C_{u,0} + vC_{u,1}
\]

for \( u, v \in [0, 1] \). This linearly interpolates between corresponding points on each curve.

Similarly, lofting in \( u \) direction yields

\[
Loft_u(u, v) = (1 - u)C_{0,v} + uC_{1,v}
\]

The Coons surface construction gives a surface patch which interpolates all four of the space curves. Its parametric equation is given by:

\[
Coons(u, v) = Loft_u(u, v) + Loft_v(u, v) - Bil(u, v).
\]

The Coons surface can be modified by multiplying three component surfaces with three weight factors to form a general form of 3-D surface. This can be used to build 3-D surface of biological morphological surfaces with small features for biomimetics research and development. It is also possible to build various 3-D models by stitching together lofting, Coons, and Bezier patches — or the more general B-spline surfaces or NURBS patches discussed in Sections 10.4.4 and 10.4.5.

### 10.4.4. B-splines

B-splines are a class of functions made up of pieces of polynomials, joined together in some fashion. We start by choosing an \( m+1 \)-tuple \( T = [t_0, t_1, \ldots , t_m] \) of non-decreasing real numbers, which is called the
knot vector. We then define the B-splines $B_{i,j}$ of order $j$ recursively, as follows. Set

$$B_{i,1}(t) = \begin{cases} 1 & \text{on } [t_i, t_{i+1}] \\ 0 & \text{elsewhere} \end{cases}$$  \hspace{1cm} (10.8)

for $0 \leq i \leq m-1$ (with $B_{m-1,1}(t) = 1$ on $[t_{m-1}, t_m]$), and for any $j - m$, we define

$$B_{i,j}(t) = w_{i,j}(t)B_{i,j-1}(t) + (1 - w_{i+1,j}(t))B_{i+1,j-1}(t)$$  \hspace{1cm} (10.9)

for $0 \leq i \leq m - j$, where the $w_{i,j}$ is given by

$$w_{i,j}(t) = \begin{cases} \frac{(t - t_i)}{(t_{i+j-1} - t_i)} & \text{if } t_{i+j-1} \neq t_i \\ 0 & \text{otherwise} \end{cases}.$$  \hspace{1cm} (10.10)

Given $T$ and $k \leq m$, we thus get $m-k+1$ piecewise polynomials $B_{i,k}(t)$ of degree at most $k-1$. The pieces which constitute each function join up at the knots, where they exhibit varying degrees of smoothness.

Order one B-splines $B_{i,1}(t)$ are step functions, order two B-splines $B_{i,2}(t)$ are zig-zag linears, order three B-splines $B_{i,3}(t)$ are piecewise quadratics, and so on.

The multiplicity of a given knot (i.e., how often it is repeated in the knot vector) tells us a lot about the way the pieces of the B-splines join up there: at a knot of multiplicity $l$, each $B_{i,l}(t)$ is at least $k - l - 1$ times continuously differentiable.\textsuperscript{79,80} If $k - l - 1 = -1$, this is to be interpreted as a potential discontinuity.

If $k - l - 1 = 0$, this means that the B-splines are continuous but not differentiable, i.e. B-splines have spikes. This feature of B-splines is very useful for building 3-D models of special geometrical features such as tarsus of an insect leg, insect cerci, horn of an ox and filed mouse hair, as shown in Fig. 10.8.

Fig. 10.8. Biological surfaces can be 3-D-modelled with B-spline methods by letting $k - l - 1 = 0$. Pictures from http://beetles.source.at/english/anim.htm
10.4.4.1. \textit{B-spline curves}

Given a knot vector \( T = [t_0, t_1, \ldots, t_m] \), and the corresponding \( m-k+1 \) B-splines \( B_{i,k}(t) \) of order \( k \), for some fixed \( k \leq m \), then if we also have \( m-k+1 \) control points \( P_0, P_1, \ldots, P_{m-k} \), we can put everything together to get a B-spline curve of degree \( k-1 \) defined on \( [t_{k-1}, t_{m-k+1}] \):

\[
C(t) = \sum_{i=0}^{m-k+1} B_{i,k}(t)P_i. \tag{10.11}
\]

If \( T = [0, 0, 0, 1, 1, 1, 1] \) and \( k = 4 \), we see that \( C(t) \) is just a cubic Bezier curve; indeed any Bezier curve can be realized in a similar way.

10.4.4.2. \textit{B-Spline Surfaces}

The tensor product bi-cubic Bezier surface patch can be generalized to get B-spline surface patches. Let knot vectors \( U = [u_0, u_1, \ldots, u_{mu}] \), \( V = [v_0, v_1, \ldots, v_{mv}] \), of possibly different lengths, and two curve orders \( k_u; k_v \). Given a rectangular mesh of \( (m_u-k_u+1)(m_v-k_v+1) \) control points \( P_{i,j} \), we can then define

\[
S(u, v) = \sum_{i=0}^{m_u-k_u+1} \sum_{j=0}^{m_v-k_v+1} B_{i,k_u}(u)B_{j,k_v}(v)P_{i,j}. \tag{10.12}
\]

When both knots vectors are \([0; 0; 0; 0; 1; 1; 1; 1]\) and both orders are 4, we get a bi-cubic Bezier surface patch as seen before.

10.4.5. \textit{Non-uniform rational B-splines (NURBS) curve}

Non-uniform rational B-Splines (NURBS)\(^8\) refers to curve and surface generation using not-necessarily uniform (equally spaced) knots in conjunction with the rational function approach already encountered in above discussion of Bezier curves. The NURBS curve is explained in detail by Piegl and Tiller.\(^8\) A \( p \)-th-degree NURBS curve is determined by its control points \( \{P_i\} \), weights \( \{w_i\} \), and knots \( \{u_i\} \). The polygon formed by the \( \{P_i\} \) is called the control polygon. The knots form a sequence of non-decreasing real numbers while \( u_i \leq u_{i+1} \)
(1 = 0, \ldots , m - 1) \text{ and normally } u_0 = \cdots = u_p = 0 , u_{m-p} = \cdots = u_m = 1 . \text{ The number of knots is } m + 1 . \text{ The } U, U = \{ u_0 , \ldots , u_p , u_{p-1} , \ldots , u_{m-p} , u_{m-1}, \ldots , u_m \} \text{ is called the knot vector. With the B-spline basis functions } \{ N_{i,p}(u) \} \text{ recursively defined on } U \text{ as }

\begin{align}
N_{i,0}(u) &= \begin{cases} 
1 & \text{if } u_i \leq u \leq u_{i+1} \\
0 & \text{otherwise}
\end{cases} \\
N_{i,p}(u) &= \frac{u - u_i}{u_{i+p} - u_i} N_{i,p-1}(u) + \frac{u_{i+p-1} - u}{u_{i+p-1} - u_{i+1}} N_{i+1,p-1}(u),
\end{align}

(10.13)

the NURBS curve is a function of the parameter \( u \)

\[ C(u) = \frac{\sum_{i=0}^{n} N_{i,p}(u) w_i P_i}{\sum_{i=0}^{n} N_{i,p}(u) w_i}. \]  

(10.14)

It is normally assumed that \( w_i > 0 \) and \( u \in [0,1] \). The number of control points is \( n + 1 \).

Setting the rational basis functions as \( R_{i,p}(u) = \frac{N_{i,p}(u) w_i}{\sum_{j=0}^{n} N_{j,p}(u) w_j} \),

(10.15)

where the \( \{ R_{i,p}(u) \} \) are piecewise rational functions, Eq. (10.14) can be rewritten as

\[ C(u) = \sum_{i=0}^{n} R_{i,p}(u) P_i. \]  

(10.16)

The NURBS curve has many useful and important characteristics. The following presents some characteristics that are related biomimetics research.

(1) \( R_{i,p}(u) = 0 \) for \( u \notin [u_i, u_{i+p+1}] \). Therefore, moving a single control point \( P_i \) or changing the weight \( w_i \) affects only the segment of the NURBS curve for \( u \notin [u_i, u_{i+p+1}] \), and outside this interval the control point \( P_i \) has no effect. The control points of the NURBS curve are said to exert the property of localness. A complementary fact is that each segment of such curves is controlled by at most \( k \) of the \( P_j \)'s: the segment between \( t_j \) and \( t_{j+1} \) is completely determined by \( P_{j-k+1}, \ldots , P_j \). This is the important property for 3-D-modelling biological surface that requires local modification.
(2) If \( u \in [u_i, u_{i+1}] \), then \( C(u) \) lies within the convex hull formed by the control points from \( P_{i-\rho} \) to \( P_i \). That is, the control polygon determines the general shape of the NURBS curve.

(3) All \( R_{i,p}(u) \) attain exactly one maximum for all \( u \in [0, 1] \) when \( p > 0 \). When the knot vector reflects the geometric distribution of the control points and all the weights have the same or close values, the maximum values of \( R_{i,p}(u) \) generally occur at the curve segment closest to the control point \( P_i \). That is, under the circumstance, the closer a curve point \( C(\bar{u}) \) is to a control point \( P_i \), the more substantially the modification of the control point \( P_i \) affects the curve point \( C(\bar{u}) \).

(4) Weight modification has a perspective effect. If a weight \( w_i \) changes, each affected point \( C(\bar{u}) \) will move along a straight line defined by the original point \( C(\bar{u}) \) and the control point \( P_i \). \( C(\bar{u}) \) will be pulled toward \( P_i \) if \( w_i \) increases, and \( C(\bar{u}) \) will be pushed away from \( P_i \) if \( w_i \) decreases. On the other hand, control point repositioning has a translational effect. That is, when a control point \( P_i \) is repositioned to a new position \( P'_i \), all the affected curve points move in a parallel direction. This property is useful for studying biomimetics limbed robots. For example, for the design and development of jumping robots, it is very important to study the jumping principle and muscle motion of some insects’ legs. The 3-D modelling will play an important role. During the 3-D modelling, the control points of the NURBS curves are positioned near the locations where muscles are attached to bones or some locations along the muscles, then the NURBS curves are geometrically associated with a generic polygon mesh representing the muscles. The weights can then be changed or the control points can be repositioned to simulate various motions. These 3-D models can be used not only during the early stage performance analysis and biomimetics design, but also for manufacturing at late stage.

(5) The two knots which are closer together seem to be dragging the curve towards the control point. The double knot can be used to obtain an interpolation of one of the control points. This property can be used to build 3-D models of biological features with small round corner by sneaking the two knots up on a knot from the both sides.
The above features should be further exploited for the 3-D model building of biological surfaces for biomimetics.

10.4.6. **NURBS surfaces**

If we extend one dimensional parameter space \((u)\) in NURBS curve to two dimensional parameter space \((u, v)\), we get NURBS surface. A non-uniform rational B-spline surface of degree \((p, q)\) is defined by

\[
S(u, v) = \frac{\sum_{i=0}^{m} \sum_{j=0}^{n} N_{i,p}(u) N_{j,q}(v) w_{i,j} P_{i,j}}{\sum_{i=0}^{m} \sum_{j=0}^{n} N_{i,p}(u) N_{j,q}(v) w_{i,j}}, \quad (10.17)
\]

Similarly, the property analysis for NURBS surface should be done for the 3-D model building of biological surfaces for biomimetics.

10.5. **Applications of 3-D Modelling in Biomimetics**

10.5.1. **An innovative methodology of product design from nature**

10.5.1.1. **Introduction**

Nature is an information sourcebook for behavior, function, color and shape, which can inspire visual design and invention. Studying the form and functional characteristics of a natural object can provide inspiration for product design and help to improve the marketability of manufactured products. The inspiration can be triggered either by direct observation or captured with three-dimensional (3-D) digitizing techniques to obtain superficial information (geometry and color). An art designer often creates a concept in the form of a two-dimensional (2-D) sketch while engineering methods lead to a point cloud in 3-D. Each has its limitations in that the art designer commonly lacks the knowledge to build a final product from a 2-D sketch and the engineering designer’s 3-D point clouds may not be very beautiful. In this section, an innovative methodology of product design from nature will be presented for Product Design from Nature (PDN), coupling aesthetic intent and geometrical characteristics, exploring the
interactions between designers and nature’s systems in PDN. It was believed that this approach would considerably reduce the lead time and cost of product design and development from nature.

10.5.1.2. Discussion of bio inspiration of product design

In 1984 Nigel Cross published *Developments in Design Methodology*, collecting influential articles about methods and procedures over the past two decades. His book reflected developments in the design research community. The approach was defined as “...the study of how designers work and think; the establishment of appropriate structures for the design process; the development and application of new design methods, techniques and procedures; and reflection on the nature and extent of design knowledge and its application to design problems.”

Conceptual design is normally optimized by iteration due to the lack of ideas at the early stage of design. The iteration process is very time-consuming and expensive, returning to earlier stages to modify the designers’ ideas, often resulting in long lead time and high cost of introducing a new product onto the market. Moreover, the design philosophy of “form follows function” is no longer sufficient; the aesthetic aspect of a product has become a more and more important element for success. In addition, the shift in manufacturing paradigm will have a deep impact on design and operation of future manufacturing systems.

The development of computer-based design has given rise to beguiling but rather rigid images, and this in turn has caused researchers such as Soufi and Edmonds to observe that “current computer aided design (CAD) systems do not provide sufficient support to the early conceptual stages of design.” For designers, it is important to understand how invention works in design, and where and how it breaks down. One of the inventive processes is conceptual design where inspiration and observation can arise or be learned from nature. This is called the conceptual design process “Product Design from Nature” (PDN).

The inspiration from a natural system is called bio-inspiration. Bio-inspiration can be triggered either by direct observation by an art design professional or captured by an engineering designer using
3-D digitizing techniques to obtain surface information. An art design professional often creates a conceptual design in the form of a 2-D sketch while the engineering method leads to a point cloud in 3-D. Both methods are limited: the art design professional lacks the knowledge to build a final product from a 2-D sketch and the engineering designer’s 3-D point clouds are not very aesthetic. In this methodology, the proposed method for product design integrates reverse engineering, 3-D geometrical computation and inspiration from a designer’s sketch of biological systems for conceptual and form design and form aesthetics.

It is common to look to nature for inspiration\(^2,^4,^86\) but there are few instances of successful transfer of the technology into design. The fundamental issues are to understand (1) the behavior and function of the natural system; (2) how natural systems perform their functions and their physical, chemical and biological properties; (3) the designer’s observation captured in the freehand sketch; (4) geometrical characterization of natural systems including 2-D and 3-D models, a joint effort of engineering and graphic design, which leads to the final conceptual design based on functional requirements and form aesthetics; and (5) the design of a prototype and its development by testing. Of these, geometrical features, the designer’s sketched inspiration, and the form aesthetics of natural systems are essential for designing a bionic product.

10.5.1.3. Proposition of a methodology for PDN

There are normally two methods for capturing geometric information for bio-inspiration. First, art design, in which the direct observation of a natural object is undertaken by art design professionals with their special knowledge and experience. Second, the engineering method, in which engineers measure a natural object using methods such as reverse engineering. Both methods have their advantages and disadvantages. The PDN method aims to combine the advantages of both methods and overcome the disadvantages of each (see Fig. 10.9).

The procedure is as follows:

Stage 1 — Capturing surface geometrical information

A professional designer observes a biological object such as an apple, a lotus leaf or a bird to get bio-inspiration. With their expert knowledge,
experience and talent, they use their imagination to design either a pre-defined product or something totally new. The output is usually a 2-D sketch (freehand drawing) which can be scanned to get digitized geometrical information in a format suitable for later processing to generate the geometrical information required for 3-D models using the algorithms in Stage 2. Alternatively, an engineer measures geometrical and color data directly from a natural object. The outputs are normally various sets of points in x-, y- and z-coordinates for geometrical data and r, g and b for color. These are “point clouds” which can be processed to generate information for geometrical design
(such as 3-D models) and aesthetic design using various algorithms in Stage 2.

Stage 2 — Building a 3-D model

This consists of filtering, segmentation, edge detection, and initial 3-D modelling, iterative analysis/optimization for the final 3-D models, considering also the aesthetics. There should be sufficient collaboration between professional designers, engineers and 3-D modelers. The inputs from designers should be effectively integrated into 3-D modelling to retain aesthetic beauty in the designed product. The inputs from engineering design and the 3-D modeler are used to build 3-D models that are suitable for production in Stage 3. In this stage, various algorithms have to be applied.

Stage 3 — Manufacturing a prototype

The aim of any product design including PDN is to provide a description for manufacturing a physical product. This is important for bionic engineering to be successfully integrated into the development and manufacturing process. So the natural stage of the proposed method should be to build some prototypes for testing, quality control and production of the product for market. Various rapid prototyping techniques/methods are available commercially. Typical methods include rapid prototyping, high-speed machining, laser cutting and processing, etc.86

The innovation is in the integration of art design with engineering design for PDN. A number of algorithms have to be used. Some of them have been developed, but some of them still need to be developed. The details of the procedures of art design direct observation — sketching from a natural object — can be found in Ref. 83.

10.5.1.4. A case study of the design of light shade — learning from lotus leaves

In this sub-section, a case study is presented to demonstrate how to follow the proposed methodology to design a light shade by learning from lotus leaves.

Figure 10.10 shows a 2-D sketch by an art design professional based on bio-inspiration after observing a lotus plant. This sketch
can be processed through scanning, sampling, edge detection and segmentation to generate curves/surfaces (Fig. 10.11) which can be used to build a 3-D wire frame model (Fig. 10.12). This 3-D model can be further modified to generate the final 3-D model and design specification — PDN. The final design can be used for a prototype, as shown in Fig. 10.13. This prototype was produced using 3-D printing.
10.5.1.5. **Summary**

The proposed methodology is a method for innovative product design from nature, coupling aesthetic intent and geometrical characteristics,
exploring the interaction between designers and nature systems in product design from nature. From the case study, it can be seen that the method is valid and useful for designers to do innovative design by learning from nature.

However, the methodology needs to be further developed before it can be used in real product design from nature. In particular, great efforts have to be made on how to design and develop an effective and efficient algorithm to build a 3-D model from a designer’s 2-D sketches and how to design and develop a computer system that is either workstation-based or web-based (though web-based is preferable) as a platform for both art designers and design engineers to effectively collaborate during the optimization of the design and aesthetics to increase the marketability of the products.

10.5.2. A new parameterized feature-based generic 3-D human face model for emotional bio-robots

10.5.2.1. Introduction

Emotional bio-robots are one of the important areas of bionic robots applications. To represent human facial expressions is an essential requirement for building emotional bio-robots because the expressions can help bio-robots communicate with human beings emotionally. To design and develop emotional robots, it is necessary to build a generic 3-D human face model. While the geometrical features of human faces are freeform surfaces with complex properties, it is the fundamental requirement for the model to have the ability of representing both primitive and freeform surfaces. This requirement makes Non-rational Uniform B-Spline (NURBS) suitable for 3-D human face modelling.

In this sub-section, a new parameterized feature-based generic 3-D human face model is presented and implemented. Based on observation of human face anatomy, the model defines 34 NURBS curve features and 21 NURBS surface features to represent the human facial components, such as eyebrows, eyes, nose and mouth, etc. These curve models and surface models can be used to simulate different
facial expressions by manipulating the control points of those NURBS features. Unlike the existing individual-based face modelling methods, this parameterized 3-D face model also gives users the ability to use the model to imitate any facial appearances. In addition, the potential applications of the new proposed 3-D face model are also discussed. Besides emotional bio-robots, it is believed that the proposed model can also be applied in other fields such as aesthetic plastic surgery simulation, film and computer game characters creation, and criminal investigation and prevention.

10.5.2.2. Discussion of the methods for human face
3-D models

With the rapid development and application of 3-D modelling techniques, a lot of research has been carried out to study human faces and to build 3-D face models for various applications, especially for emotional bio-robots, aesthetic surgery, crime detection and computer games, etc. One intuitive approach to modelling human faces is using scanned 3-D data. It is a type of active stereo vision method. The data obtained using 3-D scanners — so-called “clouds” — is a complete set of 3-D information including 3-D coordinates, colors, and textures rather than the profile images of an object. The number of points in “clouds” varies from hundreds of thousands to millions. Based on these “clouds,” different algorithms are developed to build the corresponding 3-D models.

Another 3-D modelling method is the triangular patches method, which is a surface approximation method. Although each triangle can be expressed in a 2-D plane, numerous triangles in 3-D can be connected together to approximate an arbitrary surface. A famous triangular patches face model is CANDIDE, which uses hundreds of triangles to represent a 3-D human face with several simple facial features. Since the first CANDIDE model was proposed, several variations have been proposed.

The third approach of modelling 3-D human faces is the statistical model-based method. The most successful statistical face model is the morphable model established by Blanz and Vetter. A pixel-level 3-D prototype face database was constructed to store the statistical data.
A morphable face model was derived by transforming shape and texture into a vector space representation. Later, other researchers proposed various modelling methods based on 3-D morphable model using collected statistical scanning data sets.\(^{100–102}\)

Even though there are several existing modelling methods, the gap between these methods and the requirements of emotional bio-robots applications still urges the creation of a parameterized generic 3-D human face model:

- First of all, human faces consist of a number of geometrical regions which contain different muscles under the skin. The expressions are too complicated to simulate with a single surface model because even the minor expressions involve multiple muscles. Difficulties also exist in transferring expressions of one bio-robot to another because there is no parametric representation of the face models.
- Second, the 3-D face model required by emotional bio-robots should be capable of generating faces with arbitrary appearances through manipulating the facial features. The previous modelling methods only provide mechanisms to represent a 3-D face from data points.\(^{96,103}\) They were not mainly designed for representing facial features and especially their boundary information. Another approach for 3-D face modelling is for professional engineers to design the model using 3-D modelling software. But the accuracy will depend on the experience of the engineers. It is not easy for an ordinary person to create a face model.
- Third, sometimes the target people cannot present for scanning — even an image of the target person is difficult to obtain in some cases. For example, the clear frontal images of terrorists are rarely circulated in ordinary circumstances. So it is not feasible to build 3-D face models using existing modelling methods.

From the above discussions, it can be seen that it is necessary to develop a parameterized generic 3-D face model that can be used to help the engineers design and develop emotional bio-robots even when the robots’ faces are not similar to any existing human beings, because the appearances of the robots can be easily changed by morphing some facial features of the generic model.
In this model, techniques of NURBS will be used. Details of NURBS can be found in Section 10.4 or from Ref. 87.

10.5.2.3. **Face model definition**

To build up a parameterized generic 3-D face model, a human face should be divided into a number of geometrical surfaces for the purpose of expressing the whole face with features-based parameterized geometrical models. Based on the features analysis (such as nose, mouth, eyes and chin, etc.) on a human face\textsuperscript{104,105} and the convenience and effectiveness of manipulating the generic 3-D model, 34 curve features are defined on a human face (as shown in Fig. 10.14). These curve features can be combined together to form 21 surface features (as shown in Fig. 10.15).

10.5.2.4. **Reverse computation and 3-D manipulation of facial features**

As soon as all facial features are defined, they need to be manipulated to change the appearance of the model, and the adjacent features are connected together, which means no holes and gaps on the surface model. In practice, the degree of NURBS curve and surface is usually chosen as 3 to get a balance between control flexibility and computation complexity.\textsuperscript{106} All weights are set to 1 initially and can be adjusted while manipulating the models. So the next step is to calculate NURBS control points and knot vectors by reverse computation.

The problem of NURBS curve reverse computation can be described as: Given a set of data points $Q = \{q_0, q_1, q_2, \ldots, q_m\}$, to compute the control points $P_i$, weights $w_i$, and knot vector $U$ with a specified degree $p$ which starts from $q_0$ ends with $q_m$, and passes through $q_2$ to $q_{m-1}$. The problem of NURBS surface reverse computation is similar except it is described in a 3-D space.

Assume $U = \{u_0, u_1, u_2, \ldots, u_{n+1}, u_{n+2}, \ldots, u_{n+p}, u_{n+p+1}\}$ is the knot vector of target NURBS curve, because the NURBS curve passes through the first and last control points, such condition for knots holds:

$u_0 = u_1 = u_2 = \cdots = u_p = 0, u_{n+1} = u_{n+2} = u_{n+3} = \cdots = u_{n+p+1} = 1$. Only the knots between $u_{p+1}$ and $u_n$ are unknown. Because
Fig. 10.14. Features of NURBS curve face model.

Fig. 10.15. Features of NURBS surface model.
the clamped NURBS passes through the first and last control points, these two points are set as duplicated control points in this paper. The relationship between the number of control points $n$ and the number of data points $m$ is $n = m + 2$. So the total number of knots in knot vector is $n + p + 1 = m + 2 + 3 + 1 = m + 6$, and the total number of control points is $n + 1 = m + 3$. The unknown knots in the knot vector from $u_{p+1}$ to $u_{m+2}$ ($u_n$) can be computed by parameterizing knots for each data point $q_j$. As expressed in Eq. (10.18), the cumulative chord length method $^{107}$ is used to calculate all knots:

$$
\begin{align*}
    u_0 &= u_1 = u_2 = u_3 = 0 \\
    u_{i+1} &= u_{i+2} + \frac{|q_i - q_{i-1}|}{\sum_{j=1}^{m} |q_i - q_{j-1}|} \\
    u_{m+3} &= u_{m+4} = u_{m+5} = u_{m+6} = 1.
\end{align*}
$$  \quad (10.18)

The target curve will pass through all $m$ data point $q_i$ ($0 \leq i \leq m$), which means $m+1$ equations can be obtained according to Eq. (10.19). But according to the analysis above, the target NURBS curve has $m + 3$ control points. The target NURBS curve is tangent to the bounding polygon at the first and last control points. This introduces two boundary conditions.

$$
\begin{align*}
    j &= C(u) = \sum_{j=0}^{m} N_{j,p}(\bar{u}_j) P_j \\
    &= \sum_{j=0}^{m} N_{j,3}(\bar{u}_j) P_j \quad (j = 0, 1, 2, \ldots, m) \quad (10.19)
\end{align*}
$$

Using these two boundary conditions and parameterized knot vector, the linear equation of $AP = D$ are generated as Eq. (10.20).

$$
\begin{bmatrix}
    a_0 & b_0 & c_0 & \ldots & \ldots & \ldots \\
    a_1 & b_1 & c_1 & \ldots & \ldots & \ldots \\
    \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    \vdots & \ldots & a_{m+1} & b_{m+1} & c_{m+1} & \ldots \\
    \vdots & \ldots & a_{m+2} & b_{m+2} & c_{m+2} & \ldots
\end{bmatrix}
\begin{bmatrix}
    P_0 \\
    P_1 \\
    \vdots \\
    P_{m+1} \\
    P_{m+2}
\end{bmatrix}
= \begin{bmatrix}
    d_0 \\
    d_1 \\
    \vdots \\
    d_{m+1} \\
    d_{m+2}
\end{bmatrix}
$$  \quad (10.20)

Where $d_0$ and $d_{m+2}$ are the bounding conditions at the first and last control point, $d_j = q_{j-1}$ for $j = 1, 2, \ldots, m + 1$, and $a_i, b_i, c_i$ for
i = 1, 2, . . . , m + 1 are the basis functions of three degrees for each $\mathbf{n}_i$ previously computed using the cumulative chord length function. The control points vector $\mathbf{P}$ can be computed by $\mathbf{P} = \mathbf{A}^{-1} \mathbf{D}$.

As the degree, knot vector, and control points of the NURBS curve are computed, the unique curve can be evaluated using the de Boor algorithm. It can also be considered as the NURBS curve whose weights equal one. It can be changed freely by either control points or weights factors. Figure 10.16 is an example of the reverse computation.

By extending the above method to 3-D space, it is easy to get the NURBS surface reverse computation. First, all boundaries of the target surface are computed using NURBS curve reverse computation. Next, the knot insertion is performed to make sure each pair of opposite boundaries has the same number of knots. Then, the “control net” (matrix of control points) of the target NURBS surface is determined by interpolating between each pair of control points on the opposite boundaries. Finally, the surface can be evaluated according to computed knots and control net. Figure 10.17 is an example of NURBS surface reverse computation of the nose feature. By applying the reverse

Fig. 10.16. NURBS curve by reverse computation. Left: calculated control points; Right: original data points.
Fig. 10.17. Nose surface reverse computation. Left: boundary NURBS curves; Middle: computed control net; Right: evaluated NURBS surface.

computation for all defined features, the NURBS surface face model can be constructed.

10.5.2.5. Experiment results

To verify the proposed model, a generic parameterized feature based 3-D human face model is implemented in VC++.NET environment. The constructed generic 3-D face models are vivid and intuitive with defined adjustable features. Figures 10.18 to 10.21 illustrate the abilities of morphing facial features of the proposed curve and surface face models. According to the simulation, the features of the proposed models are

Fig. 10.18. Generic and morphed curve face models.
Fig. 10.19. Original surface model and model with morphed left eye.

Fig. 10.20. Curve face model and surface face model with wider nose.

Fig. 10.21. Morphed NURBS curve face model. Eyes and eye brows in different shapes (left). Smiling mouth and morphed under jaw line (right).
10.5.2.6. **Summary**

The method proposed can be used to build a parameterized generic 3-D human face model with NURBS curves and surface features by applying reverse computation to data points. By comparing the new proposed model with other existing 3-D modelling methods, this parameterized face model can represent the real 3-D surface of a human face mathematically to provide flexible control over all facial features. The feature-based approach is very useful for performing manipulation on all defined facial features to represent various facial expressions. By combining with a face detection method,\textsuperscript{109} it is possible to generate the 3-D face model from images of a person automatically, which can potentially be applied in the field of face aesthetics surgery and crime prevention.

10.5.3. **3-D geometry modelling of porous copper materials**

10.5.3.1. **Introduction**

This sub-section presents a method for generating 3-D geometrical modelling of porous materials. This method can be applied to build
3-D model of human bones. The procedure of the method will be presented and some examples of 3-D models of porous copper will also be presented.

10.5.3.2. The procedure of the suggested method

The geometrical characteristics of porous materials are that the size of the pores is very small compared with the body size of the materials (or components). For example, the pore size of a sandstone is a few microns. There are a number of previous methods for modelling such porous materials. However, these methods are not suitable for building 3-D models of porous metals with pore size from 20 to 600 microns, especially when the distribution is not as even as that of natural sandstones. So it is necessary to propose and develop a method for building 3-D models of porous metals.

The principle of the proposed method is to slice the materials, get the 2-D geometrical information (boundaries) of the pores found on each slice and join all found boundaries of each pore in all slices to build 3-D models.

There are nine steps in the proposed method. The procedure is as follows:

(1) Determine the number of slices and thickness of each slice.
(2) Mill the porous materials from the selected height to the required height to obtain a number of slices. The number of slices can be determined based on the application requirement. Due to the large number of the pores in each slice, it is not necessary to have a large number of slices. The height of each slice can be determined based on the application requirement and the material production.
(3) Use a selected microscope to scan the surface of each slice to collect the geometrical information of the cross-sections of all pores in each slice. It should be pointed out that multi-scanning is required to cover the whole surface area for each slice.
(4) Merge the images scanned in Step 3 to generate a single image for each slice.
(5) Find the boundaries (x-, y- and z-coordinates) of cross-sections of all pores in each slice. Repeat the process to obtain the boundaries of all pores in all slices.
(6) Input the identified cross-section boundaries into CAD software to generate 3-D models for all pores in the materials.
(7) Build a 3-D solid model of the same size of the porous materials.
(8) Use Boolean operation functions in CAD software to generate a 3-D model of the porous materials.
(9) The 3-D model generated in Step 8 can be used as the basis model for generating the 3-D model of a product of porous materials. It should be pointed out that the product can be of any required geometrical size and shape. Hence the method can be used to generate any required 3-D model. So this study will not provide a generic geometrical model of a given porous material, but a generic method for building 3-D geometrical models of any product design.

10.5.3.3. Case study of 3-D modelling of porous copper

A sample of porous copper was selected for 3-D modelling.

(1) Determine the number of slices and thickness of the slice
The pore distribution of the selected porous copper repeats every 200 microns in height. So in theory, it is reasonable to slice the material to a 200 micron height to obtain the geometrical information for building the 3-D model. However, to increase the reliability and to balance the amount of test work, it was decided that the number of slices of the first copper sample is 60 and thickness of each slice is 100 microns. So the total height of the test is 6,000 microns (6 mm). The images of these 60 slices can be evaluated to find high-quality ones for 3-D modelling.

(2) Mill the porous materials from the selected height to the required height to obtain the slices
It is very important to use a milling machine with the required accuracy. A CNC milling machine was used — a LEADWELL V-30 vertical CNC made in Taiwan, and the controller is a FANUC Series 21-M and the CNC system milling error is 0.002mm. A new cutter was used. The cutter’s diameter is 2 cm to make sure the cross-section can be milled in one go. From the observation of the milled surface, there are no clear forced deformations found. That means the CNC milling method is suitable for the test.
(3) Scan the surface of each slice to collect the geometrical information of the cross-section of all pores for each slice

It was decided to use a microscope to capture the image of the cross-sections. A Carl Zeiss SteREO Discovery V20 was used, as shown in Fig. 10.23. As discussed above, multi-scanning is required to cover the whole surface area for each slice. Based on the measurement of the sizes of pores on each cross-section, the magnifier factor of 20 was selected as a compromise between the clearness of the images and the number of images. For the sample, 20 images are required to cover the whole cross section area. A typical image is shown in Fig. 10.24.

(4) Merge the images scanned in Step 3 to generate a single image for each slice

After a few trials, it was found that Microsoft painter is a convenient and reliable software to merge images scanned in Step 3 to generate a single image for each slice. Every effort has to be made to ensure that all individual images of each slice are accurately merged into a single one. There are some overlaps between images. The same pore features in the overlaps of the images are identified as the reference for merging. This work could be done by developing a Matlab program.
(5) **Identify the boundaries (x- and y-coordinates) of cross-sections of all pores in each slice**

Considering the requirements of 3-D modelling and the time needed, 11 slices of the sample with high image quality were selected for further geometrical information processing (the identification of boundaries of pores, their 3-D modelling and pore sizes and distribution analysis). A method has been developed using some functions of Matlab’s artificial intelligent tool box and a few self-developed algorithms for the boundary identification. Figure 10.25 shows the found boundaries of pores for one typical slice. This kind of jpg file can be properly viewed using free software such as Windows Photo Gallery.

During this process, the data of x- and y-components of all pores in each slice was recorded in a single data file in a neutral file format. They can be inputted into any software. The z-component of each point on identified boundaries can be added using software like Excel.

(6) **Input the identified cross-section boundaries into CAD software to generate 3-D models for all pores in each slice**

SolidWorks CAD was selected for building the 3-D models of the porous materials. Since the x-, y- and z-components of all points of all pores in each slice are saved in a single file, when this data file is loaded into SolidWorks, the software treats the whole file as a single point...
Fig. 10.25. Identified the boundaries of all pores.

cloud, as shown in Fig. 10.26. A macro was written in the SolidWorks environment, and this macro can be used to load the data file for each slice into the SolidWorks environment and automatically process the data file to identify all points for each pore and to build curve models of all pores in each slice. After running this macro, all curve
models for each slice are generated and saved in a single file, and these curve models can be separately selected for solid modelling, as shown in Fig. 10.27.

(7) Solid modelling of pores in each slice
The curve models generated in (6) were used for 3-D solid modelling of pores, as shown in Fig. 10.28. It was noticed that due to the large number of pores and irregularity of the pore shapes of a typical porous copper, the file sizes of 3-D models of porous materials can be very large. For example, the file size of a 3-D solid model of each slice of this sample is about 100 MB. So it would be advisable to generate a 3-D model of a small piece. This model can be used to build the 3-D model of the real product. The 3-D solid model of a typical slice is shown in Fig. 10.29.

10.5.3.4. Summary
A method for generating 3-D models of porous materials has been described. The experiment results show that the proposed method can be used to build a 3-D model of the porous materials with a large range of pore sizes and very irregular pore shapes. However, this is a time-consuming process. More work should be done to make the process as automated as possible to reduce the time required for 3-D modelling of porous metals.
Fig. 10.28. 3-D solid model of pores in a typical slice.

Fig. 10.29. 3-D solid model of a typical slice.
10.6. Discussion of Problems and Future Research Interests Areas

As discussed above, there have been many different kinds of 3-D modelling techniques and systems available on the market. They can be applied to biomimetics research based on their accuracy, resolution, operationability, cost and efficiency, etc. However, they have been designed mainly for industrial, medical and animation applications. So there are various limitations when they are directly applied to biomimetics research and applications. This section will discuss these limitations and try to list future research areas in 3-D geometrical modelling of animal, insects and plants for biomimetics.

10.6.1. Limitations of existing 3-D systems

The main limitations of the most existing 3-D geometrical modelling systems are:

10.6.1.1. 3-D Scanners

(1) The ranges of the accuracies and resolutions of most industrial 3-D scanners are not wide enough to meet all the requirements of biomimetics research and applications. The typical accuracy and resolution are within the range of 25 \( \mu m \) to 200 \( \mu m \). 3-D geometrical modelling of many biological surfaces needs the accuracy to be as high as from 0.5 \( \mu m \) to 10 \( \mu m \) and the resolution as high as 0.2 \( \mu m \) to 1\( \mu m \) to secure the accurate geometrical descriptions and acquisition of critical geometrical information at local areas such as sharp tip points of insect tarsus, boundary of convex spherical types of tiny features on the forehead of the female dung beetle. The accuracy of some industrial CMM (co-ordinate measuring machines) can be as high as \( \leq 1 \mu m \), but this accuracy is for single-dimensional measurement, not for area scanning, and the environment conditions are very strict.

(2) Though they have high accuracy and resolution, the workable ranges/areas/spaces are not large enough for most scanners developed for nano-technology study and medical applications.
The effective scanning area is typically within several square \( \text{mm} \) for one setting, so it is very difficult to use this kind of scanner to capture surface geometrical information. If doing multi-scanning, the point clouds alignment or image connection will bring in errors, which makes the whole process low accuracy.

(3) The measurement platform is not flexible enough for capturing complex body geometry of biological objects. The sample table/platform/bed of most scanners with high accuracy and resolution are fixed horizontally or with very limited mobility (Renishaw, Zeus, MicroScope, MRI, etc). To achieve complete data acquisition, extra fixtures have to be used on the table to allow the biological body to be moved to the required positions and orientations. So, the fixtures have to be very accurate, which leads to either long time delay or unbearable costs. This is especially true for a single scanning of an individual surface, which is mostly the case in biomimetics research.

10.6.1.2. Raw data pre-processing

(1) Noise filtering — 3-D modelling software provides modules for noise filtering. However, the function is very limited and manual operations have to be included to get a “clean” point cloud suitable for the late processing and modelling operation. This could be a big potential problem for 3-D biological body modelling since morphological surfaces of biological bodies are rarely regular primitives, even not smooth. Actually, one of the promising areas in biomimetics is the study of geometrically non-smooth features of biological systems to design man-made systems with high performances such as the non-smooth surface of some fighters, non-smooth earth-moving components and low-water-resistance swimming suits. To design and produce morphological non-smooth systems, it is necessary to have an accurate description of geometrical non-smooth features of the biological body. These features are normally in very small scale and in large number. The noise filtering of such a point cloud is very challenging. As far as the authors are aware, there isn’t any commercial software that is suitable for this task.
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10.6.1.3. Segmentation and edge detection

(1) Edge detection is one of the most desired techniques in reverse engineering. Unfortunately, there have not been reports of fully reliable software for autonomous edge detection, though efforts have never been stopped.\textsuperscript{54–56}

(2) There is also no reliable autonomous software segmentation, especially for point clouds, though a considerable amount of work has been done.\textsuperscript{56} It is very important to properly segment the point cloud of a biological body into sub-clouds so that each sub-cloud represents just a unique feature that is suitable for biomimetics study.

(3) For image-based 3-D modelling, especially for medical and animation applications, the techniques for edge detection and segmentation are more promising than point cloud based. This is due to the nature of data information and the methods for image data acquisition. But the accuracy could be a problem for many biomimetics studies.

10.6.1.4. 3-D model creation

Errors can be introduced in 3-D model creation. This is especially true for 3-D modelling of complex biological bodies with non-smooth features.\textsuperscript{8,41}
10.6.2. Limitations with data interpretation and sharing

(1) Most software systems output the 3-D models in the formats that are very difficult for biomimetics researchers to understand. So even if some models are built, their potential cannot be fully exploited for biomimetics.

(2) Most software systems are Windows based, so 3-D models built by different people cannot be shared by others in an efficient way.

10.6.3. Research interests in the areas of 3-D modelling of biological objects

10.6.3.1. Analysis and synthesis of functions of biological systems

It is critical to understand the underlying mechanics of biological systems for biomimetics research. Functional analysis and synthesis should be the first step for biomimetics research and applications. Simply copying geometrical features is not really what biomimetics research means. There are functional, structural, biologically evolutionary reasons why biological systems exist in their existing shapes. The relationships between shapes and functions have to be established. Considerable work has been done. In particular, biologists have been making valuable efforts in areas such as functional, engineering and constructional morphology. However, the interests of biologists are more in the explanation of why biological systems have those functions rather than from an engineering perspective. Besides, in nature most parts of organisms do two or more jobs. Usually our technology is interested in only a single function. So it is not scientifically meaningful and economically effective to simply learn the research results of biologists’ work and copy biological systems for innovative product introduction. It is important to analyze and synthesize functions of biological systems from the biomimetics point of view based upon the biologists’ work. This work should address issues such as:

(1) What functions of biological systems are economically meaningful for biomimetics study?
Among all body shapes, what geometrical features are critical for those biological functions?

(3) The relationships between functions and shape geometry.

(4) Besides geometrical factors, are there any other important factors to support and dictate those functions? These factors can be chemical, physical and material properties, etc.

(5) All findings should be stored in data formats that are accessible to most computer systems (platform and computer software). The information should be easily interpreted by both biologists and engineers in order to do further analysis, simulation and even animation.

This work demands close collaboration between biologists, engineers, mathematicians, their colleagues in the fields of computing, chemistry and physics, as well as other related professions, coordinated by people who have expert knowledge and experience in biomimetics. Some valuable efforts have been made.\textsuperscript{114}

The work in this area should lead to the requirements of 3-D modelling of biological systems. Documents should be organized to answer questions like what kinds of 3-D model are required and in which way the geometrical information is recorded and stored.

10.6.3.2. Methodology for 3-D modelling of biological objects

Based on the requirements of 3-D biological objects in Section 10.3.1, the available 3-D scanning technologies/scanners, raw data processing algorithms, 3-D geometry computation theory and computer graphical visualization methods, work should be carried out to investigate all computer-based enabling 3-D modelling technologies to propose methodologies that can be used as a guideline (not a bible) for biomimetics researchers. However due to the fact that most existing 3-D modelling technologies have been developed for industrial, medical and animation purposes, one is very likely to reach the conclusion that it is impractical, if not impossible, to implement the proposed methodologies using just the existing technologies available on the market, which would demand new research and development work.
leading to other research interests areas that will be addressed in the following sections.

The results of methodology proposition work should lead not only to some diagrams to depict the procedures for each methodology and documents to explain what should be done and how to do them, but also to the requirement documents for each technology used in various steps, their availability on the market, and study and development of new technologies.

10.6.3.3. New 3-D scanning system (scanners and associated software)

From biologists’ functional analysis of biological systems, we know some functions can be used as a clue/hint to or a “natural prototype” of an innovative product introduction. Then we begin to analyze this special function again from an engineering point of view. We often look around for a method of capturing geometrical information of the biological system. 3-D scanners are very likely our choice.

At the moment, it is technologically possible and economically viable to configure and build a 3-D scanner or purchase it from the commercial market. As seen in the discussion in Section 10.3, there are many 3-D scanners and associated software on the market. But they have been mainly built for industrial, medical and animation purposes. Therefore, they are suitable only for some biomimetics research. The functional limitations of existing 3-D scanners often lead to difficult situations for biomimetics research and applications.

As discussed in Section 10.6.1.1, the problems are typically either: (1) the workable area is big enough for a single setting/scanning but accuracy and resolution is low (most scanners industrial and animation and some scanners for medical applications) or (2) accuracy and resolution are high, but workable areas are too small (a few industrial scanners, some medical ones and most nano-technology ones). As far as the authors are aware, there are very few 3-D scanners available on the market that have been designed and developed specially for biomimetics research purposes. So we believe that it is necessary to design and develop 3-D scanning systems suitable for biomimetics research. The functional performance should be:
(1) The scanner’s accuracy is probably as high as 0.5 µm to 1 µm.
(2) Ideally, scanners can capture both geometrical and color information with options choices for users.
(3) The scanning resolution is probably as high as 0.2 µm to 1 µm with adjustable ranges.
(4) The effective measurement ranges in x-, y- and z-directions should be large enough to capture most typical features of biological systems. It is arguable that the effective measurable areas in the x-y plane should not be less than 50 mm × 50 mm.
(5) The scanning force contact scanners can be pre-adjusted to low level to avoid deformation of body during scanning.
(6) The data can be exported to the other software systems either in their native formats or neutral formats such as IGES and STEP, etc.
(7) The technology used in the new systems should be reliable; special consideration should be given to various light source units (bulbs, for example) and mechanical adjustment mechanisms.

10.6.3.4. 3-D computation theory and 3-D modelling software

In the same way, most existing computation theory and mathematical models for 3-D modelling are suitable for industrial, medical and animation applications. They often require only point clouds and their polygonization for medical and animation applications. Bezier patches and NURBS mathematical models are suitable for a considerable portion of 3-D modelling of biological systems. But, as far as the authors are aware, there is little report of suitability studies to answer the question of which spatial geometry computation methods are suitable for 3-D modelling of which kinds of biological surfaces. Study in this area should cover:

(1) Geometrical feature analysis of typical biological surfaces to classify them into various primitive geometry features; the primitive features can be either as simple as those used in industry or a combination of them, or defined by using mathematical models such Bezier curves and NURBS.
(2) Performance analysis of typical mathematical models such as Bezier and NURBS for 3-D modelling of biological systems with
particularly features. For example, sharp tip corner of tarsus of insects.

(3) New methods for raw data pre-processing including noise filtering, point cloud sampling, and segmentation. These new methods should address the problems discussed in Section 10.5.1.

(4) Web-based mathematical modelling and presentation techniques.

(5) Theoretical study of a feature-based methodology for 3-D modelling of biological systems.

(6) Software should be designed and developed for 3-D modelling of biological systems. Besides the normal functions of most typical 3-D modelling software, some special modules should be included: (a) a data base that is accessible to the biomimetics community to store the pre-built class library (multi-media database) of modules of 3-D models of those primitive features defined in 1), (b) an animation module, (c) a module for outputting the explicit form of single curve and mathematical model based upon the user's instruction, and (d) a module for publication of geometrical information generated onto an information sharing portal over the World Wide Web.

(7) Software implementation should be with characteristics of platform independence, neutral file formats and ideally industrial standard (like XML) for information sharing.

10.7. Conclusion

To learn from nature, one of the fundamental issues is to understand the natural systems such as animals, insects, plants and human beings, etc. The geometrical characterization and representation of natural systems is an important fundamental work for biomimetics research. 3-D modelling plays a key role in geometrical characterization and representation, especially in computer graphical visualization. This chapter has presented the typical procedure of 3-D modelling methods and then reviewed the previous work of 3-D geometrical modelling techniques and systems developed for industrial, medical and animation applications. In particular, the chapter has discussed the problems associated with existing techniques and systems when they are applied
to 3-D modelling of biological systems. Three case studies have been presented to illustrate the applications of 3-D modelling to biomimetics research. Based upon the discussions, the chapter has proposed some areas of future research interest in 3-D modelling of biological systems and for biomimetics.
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