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ProtectTech: a ChatGPT generated scenario activity to foster 
student decision-making capability
Jordan Allison

School of Business, Computing, and Social Sciences, University of Gloucestershire, Gloucestershire

ABSTRACT
Cyber security and political science are increasingly becoming inter
connected, and from this an interdisciplinary skillset is emerging. This 
calls for the importance of effective education to foster the develop
ment of these skills. Drawing on the importance of engaging and 
applied learning experiences, this paper introduces ProtechTech 
Solutions, a scenario-based group activity generated by ChatGPT. The 
scenario is presented, and how it was used for a group of postgraduate 
students studying ‘Information Security Management’. Addressing the 
integration of ChatGPT into teaching practices, the paper fills a research 
gap by demonstrating how large language models can efficiently 
create classroom resources and lead to increased student engagement, 
measured through the variables of interest and excitement. Therefore, 
this paper provides a concrete example of practice, offering instructors 
valuable insights into adopting similar strategies. Furthermore, it was 
found that the scenario activity contributed to increased student self- 
efficacy and the development of essential skills, including decision- 
making, critical thinking, communication, and teamwork. These skills, 
crucial for both cybersecurity specialists and political scientists, trans
cend various domains globally, suggesting the adaptability of 
ProtechTech’s scenario creation process to other subject areas.
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Introduction

The relationship between cybersecurity and political science reflects the growing signifi
cance of the digital domain in global politics and governance (Cavelty and Wenger 2020). 
This interdependence not only heightens national security concerns but also necessitates 
interdisciplinary education that prepares professionals capable of navigating both tech
nical and political dimensions of cyber threats. Central to this connection lies the impera
tive of safeguarding national security, where cybersecurity assumes a pivotal role in 
protecting digital infrastructure, sensitive information, and communication systems 
from cyber threats. Indeed, one of the key knowledge domains in cybersecurity, according 
to the CyberSecurity Body of Knowledge (CyBOK), is Law and Regulation, which is stated 
as including ‘International and national statutory and regulatory requirements, compli
ance obligations, and security ethics, including data protection and developing doctrines 
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on cyber warfare’ (Martin et al. 2021). Cyberattacks, with their potential geopolitical 
implications, have become integral instruments in international relations and political 
conflicts, highlighting the complex link between cybersecurity and state security 
concerns.

Within the realm of international relations, cybersecurity issues permeate discussions 
on cyber espionage, warfare (Cavelty and Wenger 2020), and public attribution (Egloff  
2020). Qian (2019) discusses the relationship between the U.S. and China and outlines 
how restrictive measures have been taken by the U.S. about trade based on ‘cyberspace 
security’. Additionally, cyber warfare, involving digital attacks to disrupt or disable another 
state’s infrastructure, is becoming more common. Praprotnik, Ivanuša, and Podbregar 
(2013) and Naugle, Bernard, and Lochard (2016) outline how a distributed denial of service 
attack in 2007 caused huge economic damage in Estonia, while the commonly known 
Stuxnet Worm, was originally aimed at destroying Iran’s nuclear facilities (Fidler 2011; 
Masood et al. 2011; Stevens 2020). More recently, there was the 2017 WannaCry ransom
ware attack on the United Kingdom National Health Service (Aljaidi et al. 2022), while in 
the US, the 2021 ransomware attack on the Colonial Pipeline significantly affected 
national infrastructure due to its influence on restricting oil supply (Beerman et al. 2023).

Election security is another domain where the interplay between cybersecurity and 
political science is substantial (Toapanta, Briones Peñafiel, and Enrique Mafla Gallegos  
2020). Ensuring the integrity of elections is a paramount concern, necessitating robust 
cybersecurity measures to protect election systems from hacking, manipulation, and 
other cyber threats (Metcalf 2021). From as early as 2010, some authors have discussed 
the importance of having cybersecurity professionals on policy boards to assess online- 
based election processes (Hoke 2010), but issues persist. For instance, leaked sensitive 
documents at the 2016 U.S. presidential election highlighted the growing threat of 
interference to democratic processes and the legitimacy of political outcomes (Pope  
2018).

Given the rise of attacks, governments enact laws and regulations to address cyber 
threats, safeguard critical infrastructure, and define the responsibilities of various stake
holders. This legislative process involves nuanced considerations of political power 
dynamics, national interests, and international cooperation. However, important to 
these policies is the consideration of the effects that any policy is having, and if they 
are for the public good (Stevens 2020). For instance, in striking a balance between 
cybersecurity efforts and the protection of individual rights. Hence, formulation and 
implementation of effective policies constitute a critical area where actors of political 
science require an understanding of cybersecurity, and cybersecurity professionals 
require an understanding of effective policy formulation.

In order to ensure there is sufficient expertise across both domains, this calls for the 
importance of education. Cybersecurity attacks have led to an increased need for cyber
security professionals (Hajny et al. 2021; Ricci et al. 2021), but cybersecurity should not just 
be present in explicit cybersecurity programs, but across mainstream higher education 
(Parrish et al. 2018). Despite its growing relevance, there is limited formal scholarship 
exploring cybersecurity within political science and international relations education 
(Herr, Laudrain, and Smeets 2021). However, higher education providers are expanding 
their curricula to include cybersecurity components as part of political science courses 
(Herr, Laudrain, and Smeets 2021). Conversely, cybersecurity management and policy 
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formulation are also becoming more prominent with explicit studies documenting exam
ples of incorporating the management and policy aspects into cybersecurity curriculum 
design (Allison 2023a; Asghar and Luxton-Reilly 2020; Maguire, English, and Draper 2019). 
This development aligns with the 2017 Curriculum Guidelines for Post-Secondary Degree 
Programs in Cybersecurity, which outline ‘societal security’ as a key knowledge area, 
including cybercrime, cyber law, cyber ethics, cyber policy, and privacy (Joint Task Force 
on Cybersecurity Education 2017). Overall, for effective interdisciplinary study, it is impor
tant to understand the skills that are present and required across both domain areas.

In parallel with curriculum reform and the increasing focus on interdisciplinary skill 
sets, educators have begun exploring the potential of generative artificial intelligence 
tools, such as ChatGPT, in higher education. Developed by OpenAI, ChatGPT is a large 
language model trained on extensive textual data and capable of generating human-like 
responses to natural language prompts (Ray 2023). Recent studies suggest its value as 
a pedagogical support tool, particularly in fostering critical thinking, personalised learn
ing, and problem-solving skills (Urban et al. 2024). In cybersecurity education specifically, 
ChatGPT has been explored for its ability to simulate realistic threat scenarios, generate 
role-play content, and provide rapid formative feedback to students (Santhi and 
Srinivasan 2024). Within political science and international relations, its ability to model 
argumentation and policy perspectives makes it a promising tool for scenario-based 
activities (Ran and Yuyue Zeng 2024). However, effective integration requires careful 
instructional design to ensure the technology supports rather than substitutes the devel
opment of student competencies (Yang, Hsu, and Wu 2025). The following section 
explores the shared competencies across both fields and forms the basis for the pedago
gical model utilising ChatGPT, which is presented later in the paper.

An interdisciplinary skill set

Across the domain areas of cybersecurity and political science, a common emphasis on 
critical thinking and decision-making emerges as a pivotal aspect of professional compe
tence (Albert 2021; Grossman and Schortgen 2016). Analytical thinking, foundational in 
both disciplines, demands not only a critical examination of intricate systems and political 
dynamics but also an adeptness in making well-informed decisions based on these 
analyses. The ability to discern patterns, anomalies, and potential threats becomes 
a precursor to effective decision-making, reflecting a shared requirement for nuanced 
judgement in navigating the complexities of cybersecurity and the political landscapes.

Effective communication, a key skill in both domains (Grossman and Schortgen 2016), 
extends its influence to the decision-making process. Cybersecurity professionals must 
articulate complex technical information to diverse stakeholders to facilitate collective 
understanding and informed decision-making (Jones, Siami Namin, and Armstrong 2018). 
Similarly, political scientists rely on clear communication to convey intricate political 
analyses, influencing decision-makers in policy formulation or public discourse 
(Biziouras 2013). This underscores the interconnectedness of communication and deci
sion-making as mutually reinforcing skills in both fields.

Ethical considerations further elevate the significance of decision-making skills in 
cybersecurity and political science. Ethical awareness has been identified as a key con
textual skill required for the twenty-first century (Van-Laar et al. 2017). Professionals in 
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these realms are tasked with making decisions that uphold high ethical standards, 
navigating privacy concerns, respecting confidentiality, and adhering to legal boundaries 
(Joint Task Force on Cybersecurity Education 2017). The ethical terrain in decision-making 
underscores the weight of choices that impact individuals, organisations, or even nations, 
requiring a delicate balance of moral considerations.

As cyber threats often transcend national borders, the adaptability cultivated in 
cybersecurity education becomes an asset in global cyber diplomacy (Joint Task Force 
on Cybersecurity Education 2017). Professionals with adaptive skills are better equipped 
to engage in international collaborations, share threat intelligence, and contribute to the 
development of global cybersecurity norms and standards. This collaborative approach is 
essential for fostering international cooperation in response to cyber threats.

The convergence of technical proficiency, ethical considerations, effective communica
tion, and adaptability in both cybersecurity and political science demonstrates their 
shared focus on decision-making as a multifaceted skill. A good decision-making process 
is important for handling the tough, changing problems in cybersecurity and politics. 
Increasingly, educators are also exploring how digital tools like ChatGPT can serve as 
platforms for simulating such decision-making processes in a controlled, reflective learn
ing environment (Khaled et al. 2024). By facilitating the drafting of incident responses, 
mock policy briefs, or simulated diplomatic dialogues, generative AI can help learners 
practice these interdisciplinary skills with real-time feedback (Casey 2024). In summary, 
the comprehensive skill set instilled in cybersecurity students not only enriches their 
individual careers but also plays a crucial role in enhancing the political landscape for 
cybersecurity on both a national and global scale. Integrating AI tools such as ChatGPT 
into the learning process represents one route through which these skills can be scaf
folded and assessed in innovative ways. By producing well-rounded professionals with 
ethical considerations, effective communication skills, and strategic acumen, cybersecur
ity education becomes a cornerstone in building a resilient and secure political environ
ment amidst the evolving challenges posed by cyber threats.

This article, therefore, outlines the design and implementation of a scenario tool called 
ProtectTech Solutions, which was used for educational purposes for a group of postgrad
uate cybersecurity students at a university in the United Kingdom. The scenario activity 
aimed to help develop cyber professionals with the skills that are required to enter the 
political arena, given the interdisciplinary skills that are required, such as decision making, 
critical thinking, communication, and teamwork. The research question guiding this work 
is: How can scenario-based activities, supported by tools such as ChatGPT, be designed 
and implemented to foster interdisciplinary skills necessary for cyber professionals enga
ging with political processes?

While this paper is situated within the interdisciplinary overlap of cybersecurity and 
political science, it also contributes to ongoing debates about the role of AI in higher 
education. The use of ChatGPT as part of the ProtectTech scenario tool is not merely 
a matter of convenience but part of a broader pedagogical shift. Generative AI tools are 
increasingly being explored for their capacity to facilitate reflective learning, simulate 
complex decision environments, and personalise feedback (Zhan and Yan 2025). In this 
sense, this paper not only applies AI within a classroom context but critically examines 
how such tools can support the cultivation of ethical, communicative, and strategic 
competencies in a politically sensitive cyber landscape. This contributes to emerging 
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work on the affordances and limitations of generative AI for higher-order skills develop
ment in social and technical domains alike.

The remainder of the article is structured as follows. (1) A discussion will be presented 
on the pedagogical approach of using scenario-based learning activities for education, 
given their prominence in increasing student motivation, engagement, and hence learn
ing (Shanks and Jack Zhang 2023). (2) Following this, the situational context of the 
ProtechTech scenario will be presented along with how scenarios were selected and 
drafted. (3) Next, an example scenario will be presented outlining its contents and 
associated features, and 4) details on how the scenario was used in the classroom. 5) 
Finally, the paper will outline observations and student feedback of the scenario task, with 
a discussion on how this feedback and scenario activity relate to existing reports of 
practice.

Scenario-based learning activities

Scenario-related exercises are a pedagogical approach offering a dynamic and immersive 
tool for cultivating a spectrum of skills essential for future professionals in the field 
(Biziouras 2013; Shanks and Jack Zhang 2023). These exercises, which recreate real- 
world cyber threats or political decisions in a simulated environment, play a pivotal role 
in fostering decision-making, risk management, adaptability, ethical considerations, com
munication, and strategic planning skills (Garrison, Redd, and Carter 2010; Hazari 2005).

The incorporation of scenario-related exercises is paramount for various reasons. 
Primarily, simulation or scenario-based activities can promote active learning and increase 
student engagement (Hendrickson 2021; Shanks and Jack Zhang 2023). Hence, by ensur
ing students are engaged in their learning, these exercises provide effective and realistic 
preparation for incident response. By immersing students in simulated cyber incidents, 
they gain hands-on experience that enhances their ability to respond swiftly and effec
tively to actual threats. Furthermore, scenario exercises facilitate the practical application 
of risk management principles within a dynamic setting. Students are exposed to diverse 
risks, prompting them to evaluate potential consequences and make decisions under 
pressure. This experiential learning is invaluable for shaping their risk assessment skills, 
influencing future policy decisions, and contributing to a nation’s overall resilience 
against cyber threats.

The ever-changing nature of cyber threats demands an adaptive mindset, and sce
nario-based exercises provide a platform for adaptive problem-solving (England, Nagel, 
and Salter 2020). By presenting students with new and evolving challenges, these 
exercises foster the adaptability required to stay ahead of emerging threats and navigate 
the complexities of global cyber diplomacy (Biziouras 2013). Ethical considerations are 
seamlessly integrated into scenario exercises, requiring students to navigate complex 
situations with moral implications. Making ethical decisions in these simulated scenarios 
prepares students for the ethical dilemmas they may face in their professional roles. 
Moreover, the scenarios themselves can make students more aware and sensitive to the 
complexity of problems that may occur (Schoettmer 2023).

Effective communication is a key element in high-stakes situations, and scenario 
exercises create simulated stress environments that challenge students to articulate 
their decisions and strategies clearly (Schoettmer 2023). This experience enhances their 
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communication skills, ensuring they can convey complex technical information to various 
stakeholders during real incidents should they occur. Moreover, the integration of stra
tegic planning within simulated environments shapes students’ decision-making pro
cesses, aligning them with overarching objectives (Garrison, Redd, and Carter 2010). 
This prepares students for the complexities of formulating policies, contributing to 
a nation’s overall resilience against cyber threats.

Cyber conflict is a necessary topic to be covered for students of international relations, 
but it can be relatively inaccessible (Whyte 2021). Therefore, scenario exercises that 
simulate cyber conflicts contribute to students’ preparedness for geopolitical tensions 
in the digital domain. Whyte (2021) outlines the use of three games for use in the 
classroom environment about cyber conflict and found that active learning experiences 
through games lead to more engaged discussion amongst students and improved 
student ability to articulate security issues.

In conclusion, scenario-related exercises represent a crucial component in the holistic 
development of cybersecurity and political science students alike. By providing 
a simulated environment mirroring real-world challenges, these exercises ensure students 
can develop skills that are difficult to accomplish through traditional lectures and reading 
(Samaras, Adkins, and White 2022), thus ensuring they are well-prepared for the multi
faceted nature of their future roles. The practical application of decision-making, risk 
management, adaptability, ethical considerations, communication, and strategic planning 
within scenarios enhances their readiness to contribute effectively to national and global 
cybersecurity efforts. However, what is important is that any scenario-based or role- 
playing exercise is methodologically sound in its creation (Biziouras 2013).

In the context of this study, the integration of ChatGPT into scenario-based learning 
marks a pedagogical innovation that warrants further discussion. Generative AI serves not 
only as a mechanism to create scenario narratives efficiently, but also as an interactive tool 
that can simulate dynamic, responsive actors within these scenarios, thus mirroring real- 
world unpredictability (Ray 2023). This offers new opportunities for learner engagement 
and formative feedback, allowing students to negotiate with, challenge, or reflect on AI- 
generated positions, thereby strengthening their analytical and ethical reasoning skills (Li 
et al. 2025). This supports current discourse that views AI not just as content but as 
a collaborator in the learning process (Kim, Wang, and Bonk 2025), and highlights its 
relevance for future cybersecurity education.

Method

Situational context and sampling

The participants in this study were 44 postgraduate students enrolled in an Information 
Security Management module, which is part of a taught MSc programme delivered by the 
School of Business, Computing and Social Sciences within a UK university. As the scenario 
activity was embedded into the normal delivery of the module, participation was natur
alistic rather than through formal recruitment. The student cohort represented a diverse 
group in terms of cultural and academic backgrounds, including both home and inter
national students. The module was timetabled for face-to-face classes over a 12-week 
period from September to December 2023, where each session was once a week and two 
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hours long. The module content directly relates to the CYBOK knowledge area of ‘Risk 
Management and Governance’ (Martin et al. 2021), whilst linking to the Cybersecurity 
Curricula guidelines knowledge areas of ‘organizational security’, and ‘societal security’ 
since these areas cover topics such as risk management, cyber policy, strategy and 
planning (Joint Task Force on Cybersecurity Education 2017).

Selecting and drafting the scenarios

The scenario was designed to incorporate a variety of situations that arise in making 
cybersecurity decisions. It was designed so students would be working in groups, acting 
as decision makers for a fictional organisation with regard to cybersecurity decisions. 
Multiple scenarios were created to reflect the diverse nature of events that may take 
place, ranging from resource planning, business relationships, policies and standards, 
incident response, and sustainability. Students would work in the same groups each week 
(groups of approximately 6), and a different scenario would be presented each week for 
the students to decide for this fictional organisation.

To create the scenarios, Microsoft PowerPoint was used as it is well-known, and does 
not require new software or purchasing a simulation tool, thus reducing time spent 
preparing and conducting simulations (Meibauer and Aagaard Nøhr 2018). 
Furthermore, the large language model of Chat-GPT 3.51 was used to aid the creation 
of the scenarios themselves, as it is free to use, easy to use for people with different levels 
of technical expertise, and well-suited for producing interactive stories (Adeshola and 
Praise Adepoju 2023).

Best and Mallinson (2023) considers how technology has evolved throughout the 
history of the Journal of Political Science Education, and notes how Artificial 
Intelligence (AI) tools such as ChatGPT are not only applicable for research, but also 
how they are going to change teaching and learning. Some authors have tried to identify 
what factors motivate students to use ChatGPT (Foroughi et al. 2023), while others have 
outlined how AI can be used to create more intricate simulation exercises or session 
outlines to help students apply the material they are learning (Han et al. 2023). Therefore, 
AI should be seen more as an opportunity than a threat (Michels 2023), and higher 
education should consider how tools such as ChatGPT can be integrated into university 
curriculum (Adeshola and Praise Adepoju 2023). However, given that ChatGPT rose to 
prominence in November 2022 (Foroughi et al. 2023), there is an evolving corpus of 
literature detailing how it can and has been used as part of a teaching strategy. Indeed, 
a literature review study discussing ChatGPT in education considered ninety-three articles 
and concluded that the keywords ‘challenge’, ‘teaching’ and ‘knowledge’ are not exten
sively researched (Pradana, Putri Elisa, and Syarifuddin 2023). The authors further suggest 
that future research could concentrate on examining how ChatGPT could be integrated 
into teaching practices to achieve an educational goal (Pradana, Putri Elisa, and 
Syarifuddin 2023). Furthermore, other authors suggested that future studies should 
focus on how ChatGPT can be used within instructional designs to facilitate learning in 
higher education (Farrokhnia et al. 2023). Hence, by utilising ChatGPT for the creation of 
a scenario activity, this study contributes to the knowledge base in this area.

The fictitious scenario name of ‘ProtectTech Solutions’ was not predefined by the 
authors but was instead generated by ChatGPT in response to the initial prompt: 
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‘Create a cybersecurity risk management scenario with three decision choices’. The model 
created this fictional organisation to contextualise the scenario, and this name was 
subsequently reused in later prompts to maintain narrative consistency. ‘ProtectTech 
Solutions’ has no affiliation with any real-world company and was employed purely for 
illustrative purposes within the generative activity.

ChatGPT was used iteratively and interactively to produce structured decision-making 
scenarios involving cybersecurity dilemmas. The process involved a sequence of carefully 
crafted prompts (as shown in Table 1, which includes associated notes for each prompt) 
beginning with the generation of an initial scenario containing three decision choices. 
Subsequent prompts refined these scenarios by requesting associated costs, projected 
cybersecurity and reputation scores, and retrospective narrative descriptions of each 
decision’s outcome. The model’s generative capabilities were guided to simulate realistic 
corporate decision environments, with each prompt building upon prior context to 
encourage continuity and depth. Multiple iterations were conducted to diversify the 
scenarios across different themes, including ethical dilemmas and business relationships, 

Table 1. ChatGPT prompts and notes.
Prompt Notes

Create a cybersecurity risk management scenario with 
three decision choices.

Generates the fictional company of ProtechTech Solutions 
with a scenario and three choices and outcomes of each 
choice.

For the above scenario, provide estimated costs for each 
choice.

Generates costs associated for each choice.

For each of the above scenario choices and outcomes, 
provide an estimated cybersecurity score and 
reputation score.

Generates potential implications of each choice with 
a score for cybersecurity and reputation on a scale of 
1–10.

Provide another cybersecurity risk management scenario 
for ProtectTech Solutions with three decision choices, 
with costings, and estimated impacts on cyber security 
score and reputation score.

Generates a comprehensive response based on all 
requirements identified previously. This is repeated 
several times to generate a range of scenarios.

Provide another different cybersecurity risk management 
scenario for ProtectTech Solutions with three decision 
choices, with costings, and estimated impacts on 
cybersecurity score and reputation score. Make sure to 
include an option which has a poor impact on security 
score and reputation score.

Similar to above, this is used to generate alternative 
scenarios several times but ensuring that outcomes are 
more likely to be different.

Provide another different management scenario for 
ProtectTech Solutions which is an ethical dilemma, with 
three decision choices, with costings, and estimated 
impacts on cybersecurity score and reputation score. 
Make sure all three options lead to a poor impact on 
security score and reputation score.

Again, similar to above, but ensuring there are some 
generated scenarios which could all be detrimental.

Provide a paragraph for each outcome for this scenario as 
if it was after the event happened.

At this stage, text is copied and pasted from previously 
generated scenarios to generate detailed descriptions 
of the fictitious outcomes. This is repeated for several 
scenarios.

Provide another different business relationship scenario 
(which is detailed) for ProtectTech Solutions with three 
decision choices, with costings, and estimated impacts 
on cybersecurity score and reputation score. Make sure 
to include an option which has a poor impact on 
security score and reputation score.

Here, ChatGPT has a history of the detail which is required 
for a scenario. So at this stage, it is asked to generate 
scenarios for specific topic areas (business relationships 
in this case). The outcome is a detailed scenario, with 
detailed costings, impacts on reputation and security 
score, and a detailed paragraph explaining the 
outcome for each choice. This is now repeated to 
generate many scenarios in accordance to what the 
instructor was looking for.

8 J. ALLISON



while deliberately including options that would result in negative outcomes to provoke 
critical reflection.

While ChatGPT was used as a generative tool to assist in the creation of fictional 
cybersecurity scenarios, the authors reviewed, refined, and curated all generated content 
to ensure relevance, coherence, and academic rigour. Hence, some generated scenarios 
were excluded due to redundancy or unsuitability for the intended student audience.

Once suitable scenarios and outcomes were created via ChatGPT 3.5, the content of 
each scenario could be transferred across into the PowerPoint template to be used in the 
classroom setting, and edited where necessary in accordance with the language used, 
metrics provided, etc. With module delivery taking place over twelve weeks, at least 
twelve scenarios were required to have a scenario each week, but in practice, thirty-six 
scenarios were created so that there was a resource bank of scenarios that could be used. 
Although this may seem like a large burden on the designer of the scenario activity, in 
practice, these 36 scenarios were created and put into a PowerPoint format over one and 
a half days (approximately 10 hours total). As noted by Michels (2023) and Farrokhnia et al. 
(2023), this evidences how tools such as ChatGPT can create content in a fraction of the 
time they would otherwise, even if some modifications were still required. The scenarios 
were not sequential and so could be ‘played’ in any order. However, depending on the 
student groups’ metrics (later discussed), how students respond to a scenario would 
depend on their own current situational context.

It is important to acknowledge that while this study employed ChatGPT 3.5, the AI 
landscape has evolved significantly since the scenarios were created. More recent large 
language models such as DeepSeek, GPT-4 (OpenAI), Claude Sonnet 3.5, Gemini (Google), 
and LLaMA (Meta) have demonstrated enhanced capabilities in reasoning and contextual 
understanding (Gao et al. 2025). These developments suggest that the use of LLMs in 
education, particularly for the design of interactive learning tools like scenarios, may 
become increasingly sophisticated and impactful. Although this paper focuses on the 
use of GPT-3.5, the pedagogical approach outlined here remains relevant and potentially 
more powerful when used with contemporary models. Future iterations of this activity 
may explore and evaluate the impact of these newer models on instructional design and 
learner engagement.

An example scenario

The following section provides an overview of how the scenarios are designed, illustrated 
with screenshots from the created scenarios of how to create the scenario slides in 
PowerPoint. In line with the experience outlined by Meibauer and Aagaard Nøhr (2018) 
in using PowerPoint-based interactive simulations for undergraduate IR teaching, four 
different types of slides were used: introduction slides, story slides, choice slides, and end 
slides. The following example considers a scenario relating to ‘business relationships’ 
where a major client requests a new feature to be added to one of the company’s 
products, but it could compromise the security and privacy of users.

Introduction slides present the background to the scenario, and serve as a reminder of 
the task put to the students. Common to each scenario, the introduction slide (Figure 1), 
provides a reminder to the students that they are all working for the fictional company of 
ProtectTech Solutions. ProtectTech Solutions is a cybersecurity company founded in 2015 
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by a group of seasoned experts in the field. With its headquarters in Cheltenham, 
ProtectTech has rapidly grown to become a trusted name in providing innovative solu
tions to safeguard sensitive digital assets for businesses of all sizes. This introduction slide 
essentially indicates the start of the scenario activity.

Story slides present the narrative for each scenario. They provide students with 
a background of which choices will need to be made against (Figure 2). Story slides 
need to be written in such a way that there are multiple choices that could be taken given 
the narrative presented.

Choice slides are the key component of the scenario activity. They present students 
with different options to potentially follow, where they can only choose one (Figure 3). 
Although there could potentially be an unlimited number of choices, a maximum of four 
has been suggested by authors of similar activities (Meibauer and Aagaard Nøhr 2018). 
For each scenario used in this study, there were three options for each scenario available 

Figure 1. Introduction slide (common for each scenario).

Figure 2. Story slide for scenario 5.
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to the students. This was chosen for various reasons. (1) Clarity and simplicity: only having 
three options makes the scenario clearer and more manageable for learners, allowing for 
a more focused discussion and in-depth exploration of each choice without being too 
overwhelmed. (2) Realism: in real-world decision-making, resource constraints may limit 
the number of feasible options, and decision makers rarely have an exhaustive list. Hence, 
by focusing on just three choices, learners have to deeply consider the pros and cons of 
each choice. (3) Time management: classroom time is often limited, and so only having 
a limited number of choices allows for an efficient use of time in that each learner can 
thoroughly explore and discuss each available option (Meibauer and Aagaard Nøhr 2018).

The end slides denote the outcome of each choice and address what has happened 
from each of the previously made choices. The outcomes of the choices can be positive, 
neutral or negative, and can also depend on the current metrics each student group has. 
Figure 4 shows the outcome of choosing option one in scenario five. As shown in Figure 4, 

Figure 3. Choices slide for scenario 5.

Figure 4. End slide for scenario 5 - choice 1.
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there are three metrics that are in use for the scenario activity: budget, reputation score, 
and security score, and each choice will impact each of these three metrics. For the course 
of study where the scenario tasks were used, student groups began with a budget of 
£1,000,000, a reputation score of four, and a security score of five. Hence, although 
student groups were playing ‘against’ the PowerPoint scenarios like that of (Meibauer 
and Aagaard Nøhr 2018), as the scenarios progressed, each student group would have 
their situational context based on these three metrics.

Just three metrics were chosen for the following reasons. (1) Simplicity: By limiting the 
variables, the scenarios emulate the simplicity often sought in governance structures. 
Political decisions often involve a multitude of factors, and understanding the core inter
play of budget, security, and reputation mirrors the essential components of governance 
for organisations and government structures alike. (2) Resource allocation: focusing on 
budget constraints underscores the challenges faced by policymakers in optimally allo
cating resources to address security concerns and safeguard the reputation of institutions. 
(3) Interconnectedness of variables: Much like the interconnected nature of political 
decisions, the chosen variables of budget, security, and reputation are intertwined. (4) 
Ethical considerations: decision-making often involves ethical considerations. The delib
erate inclusion of reputation as a variable prompts learners to grapple with the ethical 
dimensions of decisions, mirroring the ethical dilemmas faced by political actors.

Given that each student group would have the three metrics, this allowed for some 
different outcomes to be created depending on each student group’s metrics as the 
scenario activity progressed. For instance, in scenario five, there are two different out
comes for choosing option two depending on a group’s reputation score. Refusing the 
feature request from the major client has a negligible impact, should the student group 
already have a very high reputation (11+), leading to no impact on security score and 
reputation, and only £2,000 costs incurred. Whereas if a student groups’ reputation score 
is not as high, then the outcome is that the client relationship is somewhat compromised, 
leading to a loss of revenue of £100,000, and the reputation score decreasing by one. 
Ensuring that scenarios had different potential outcomes meant that the variables them
selves had more value, and that students would have to consider their own situational 
context more thoroughly when making decisions. In some cases, the scenarios would end 
with unsatisfactory outcomes just like that of Meibauer and Aagaard Nøhr (2018), which 
reflects real-world decision-making. Furthermore, while the scenario choices are not 
extensively detailed, some authors have described how in a simulation environment, 
a lack of information for each scenario actually serves as an important lesson about the 
uncertain nature of decision-making (Garrison, Redd, and Carter 2010).

Using the scenario in class

As indicated above, a scenario is undertaken each class over the period of twelve weeks, 
and in each class, the scenario occupies approximately 40 minutes of each two-hour 
session. Throughout each scenario, the lecturer acts as a facilitator as opposed to an 
instructor. Although there were 44 students enrolled on to the module where this was 
used, in practice, attendance in class averaged a core group of around 30 students, and 
they were divided into five groups. Students remained in their groups over the 12 weeks 
as the scenarios progressed.
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The beginning of each scenario involved ensuring students were seated in their 
student groups, and reminding them of their groups current metrics (budget, security 
score, and reputation score). Following this, students were introduced to the ‘Story’ slide 
for that week’s scenario. Here, the scenario is read out aloud to the students while also 
being shown on the interactive whiteboard. Student groups take a moment to familiarise 
themselves with the scenario. This whole sequence takes approximately five minutes.

The next step in class is to present the ‘Choices’ slide for that scenario. This is the heart 
of the scenario activity. Here, students discuss the options in the groups, to reach 
a consensus on what option to choose for their groups. Students are encouraged to 
think of the pros and cons of each option, whilst also considering the potential influence 
on metrics and their current context. Students are given approximately twenty-five 
minutes to reach a consensus in their groups. The lecturer facilitates by moving around 
each group to ascertain progress towards making this consensus and letting students 
know how much time they have left. Once the twenty-five minutes are finished, the 
instructor pauses all student group discussions and asks each group to ‘lock in’ their 
choice, by getting a representative of each group to provide feedback of their choice to 
the instructor with some justification of why that option was chosen. The instructor notes 
the choices chosen on the interactive whiteboard for each group.

Once all groups have their choices ‘locked in’, the instructor starts to present the ‘End’ 
slides for each choice. For each ending, the instructor facilitates some discussion on why 
that ending was plausible and any important considerations that were made for groups, 
which chose that option. This part of the scenario activity takes approximately ten 
minutes. A key consideration for activities such as this is to carefully manage the time 
spent on discussion and reading out slides (Meibauer and Aagaard Nøhr 2018), and so it is 
important that the instructor keeps a close watch on the time and is familiar with the 
scenario being discussed.

Data collection

Although the primary aim of this activity was pedagogical, observational and informal 
qualitative data were gathered throughout the 12-week period. The module instructor 
kept reflective field notes during group activities, focusing on how student teams 
engaged with the decision-making process. Additionally, student outputs and decisions 
from each scenario were recorded to capture the range of approaches taken. 
Furthermore, in order to evaluate the scenario, a survey was administered to students 
in the final week of the module delivery, during which students shared their experiences. 
It was accessible to students via the virtual learning environment of Moodle, where 
students could also access module resources. Eight multiple-choice Likert scale questions 
(mostly 3-point) were asked to students as shown below in Table 2. Here, all questions are 
normalised to reflect a 3-point scale. Two questions were about knowledge and under
standing, two regarding engagement, and four regarding skill development. For each 
question, students could also add text responses to add any additional comments. Given 
the population of the student group, a detailed statistical analysis was not conducted, as 
such a sample would not yield robust or generalisable results. Hence, the additional 
qualitative aspects were incorporated to explore the nuances of student feedback and 
to gain insights into their engagement with the scenario-based learning activity.
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Questions 1-4 were adapted from Hendrickson (2021) who investigated different active 
learning techniques (including simulation) on student excitement, interest and self- 
efficacy. Hence, these questions were deemed relevant for this study too. Additionally, 
questions 5–8 followed the same format but focused on four key skills as identified in the 
earlier literature review; decision making, critical thinking, communication, and teamwork.

The survey itself was not compulsory, and in total sixteen students completed the survey. 
Prior to completing the survey, students were required to read and agree to the following 
statement:

Dear Student, I would like to invite you take part in a study to evaluate the effectiveness of the 
ProtectTech Scenario Task. The study is voluntary and you will only be included if you provide 
your permission. Permission will be deemed as granted by filling in this survey. Please note 
that any participation (or non-participation) will not affect your marks or performance on your 
course. We do not require personal identifiable information such as your name, student 
number or email address. Results may be written up into a paper for publication, but as 
stated, no personal details will be collected and the survey is anonymous. Thank you!

Overall, the data collection approach aligns with a design-based research framework, 
where iterative classroom practice is used to refine instructional strategies (Fowler and 
Leonard 2024). No pre-post testing or comparative control group was employed, as the 
emphasis was on exploratory insight rather than hypothesis testing.

Results and discussion

In this section results of the student survey will be presented, which itself pertains to three 
main areas; knowledge and confidence, engagement, and skill development. 
Furthermore, instructor observations will also be presented about the ProtechTech 
scenario.

Student feedback

Knowledge and confidence
A key objective of the ProtectTech scenario was to allow students to consider course 
content from the lectures in a more interactive way, with the aim of promoting active 
learning (Hendrickson 2021; Shanks and Jack Zhang 2023), and hence student under
standing of course material. Therefore, students were asked, ‘What was the impact of the 

Table 2. Questions and responses.
What was the impact of the ProtectTech Scenario activity on . . . Decreased Neutral Increased

1) your understanding of course material? 0 0 16
2) your feelings about your ability to do well in the course? 0 0 16
3) your excitement about the course in general? 0 1 15
4) your interest in course material? 1 0 15
5) your decision making skills? 0 0 16
6) your critical thinking skills? 0 1 15
7) your communication skills? 0 3 13
8) your teamwork skills? 0 0 16
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ProtectTech Scenario activity on your understanding of course material?’ and 16/16 
students answered, ‘Increased my understanding’. Student comments included:

It allowed me understand the dynamics of risk appetite, I am able to integrate it into my 
assignments and other aspects of cyber security and life. The course gave me a general 
perspective of organisational options and to realise the opportunity costs.

It expanded my ability to critic situations and analyse them. In addition to that, it helps me to 
understand the balance of cybersecurity and business.

This is a very promising result, and supports existing literature indicating how active 
learning strategies improve student understanding (Fink 2003; Hazari 2005; Maguire, 
English, and Draper 2019; Yuan et al. 2016).

Self-efficacy, as defined by Bandura (1997) refers to one’s belief in their capabilities to 
successfully complete a task or attain a particular objective. Hence, to ascertain whether 
the ProtectTech scenario also led to increased self-efficacy, students were asked ‘What 
was the impact of the ProtectTech Scenario Activity on your feelings about your ability to 
do well in the course?’ and six responded, ‘somewhat helped my feeling I could do well’, 
and ten responded, ‘strongly helped my feeling I could do well’. Therefore, it could be 
reasoned that the ProtectTech scenario helped improve student self-efficacy. Although 
this does not directly indicate that students will do well, previous research has indicated 
that self-efficacy tends to correlate with academic performance (Yokoyama 2019). 
Additionally, Costa et al. (2015) found that academic achievement is indirectly influenced 
by student-student interaction, and so this is another reason the scenario is beneficial for 
student learning.

Engagement: excitement and interest
Students are likely to be more engaged in course content if they feel more connected to 
the course (Haug, Berns Wright, and Allen Huckabee 2019), and so active learning 
strategies can be utilised to achieve this aim. Other authors have indicated that lecturers 
should provide classroom environments that motivate and engage students in the learn
ing process (Costa et al. 2015), and it was the intention of the ProtectTech scenario to do 
this by increasing course interest and excitement. As indicated by Hendrickson (2021), 
excitement and interest are similar but distinct concepts, where a student could be 
interested in the content of the course, but bored with the delivery, while a student 
may be excited in the course due to its delivery, even if they are not interested in the 
content. Therefore, students were asked questions on both concepts.

Students were asked ‘What was the impact of the ProtectTech Scenario Activity on your 
excitement about the course in general?’ and 15/16 responded that it ‘increased my 
excitement’. One student stated it did not influence excitement positively or negatively. 
Nevertheless, some students explained how the interactivity and teamwork for the 
scenarios are what led to increased excitement for the course. For instance, one student 
commented:

Discussion with the group and comparing the selection with other groups increases my 
excitement and always waiting for this activity.

Similarly, another student highlighted how the scenario activity led them to feel 
motivated to attend class, stating:
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These scenarios kept us motivated and we looked forward to attending the lectures.

Students were also asked, ‘What was the impact of the ProtectTech Scenario Activity on 
your interest in course material?’. One student responded that it decreased their interest, 
but 15/16 responded that it ‘helped my interest’. Therefore, in the case of the ProtectTech 
scenario, it is evident that the scenario led to increased excitement and interest of the 
student cohort overall. However, it should be noted that the effectiveness of experiential 
learning activities such as the ProtectTech scenario depend on student participation 
(Samaras, Adkins, and White 2022). Although the scenario was partly designed with this 
focus as a consideration, there is no guarantee another group of students would partici
pate as readily, and so the ProtectTech scenario should be replicated elsewhere to verify 
its wider effectiveness with regard to enhancing engagement.

Skill development
Van-Laar et al. (2017) conducted a literature review to understand twenty-first century 
digital-skills, and seven core skills were identified that are important in the workplace; 
technical, information management, communication, collaboration, creativity, critical 
thinking and problem solving. Some of these have also been identified in the interdisci
plinary arena of cyber security and political science, notably critical thinking, communica
tion, and decision-making (Albert 2021; Grossman and Schortgen 2016, 2016). Hence, 
understanding whether the ProtectTech scenario led to skill development is important as 
employers want students who have a blend of technical knowledge and ‘soft skills’ 
(Shadbolt 2016). Four questions were therefore asked regarding skill development.

First, students were asked ‘What was the impact of the ProtectTech Scenario Activity on 
your decision making skills?’. Sixteen/16 responded that it ‘increased my decision making 
skills’, with one student stating that:

This activity increased my decision-making skills as we practiced it every week.

Students were also asked, ‘What was the impact of the ProtectTech Scenario Activity on 
your critical thinking skills?’. Fifteen/sixteen students responded that it ‘increased my 
critical thinking skills’, while only one student stated it had no effect. Overall, it is clear that 
critical thinking was improved when considering some of the student comments. As an 
example, one student explained how the scenario improved their critical thinking ability:

It improved my critical thinking of false negatives and false positives. To be able to filter that 
not all good decisions are right to make and not all wrong decisions are best to make.

Students were also asked ‘What was the impact of the ProtectTech Scenario Activity on 
your communication skills?’ since communication is required for cybersecurity profes
sionals to articulate complex information (Jones, Siami Namin, and Armstrong 2018), and 
for political scientists to influence and persuade decision makers and the public (Biziouras  
2013). Thirteen/sixteen students responded that the ProtectTech scenario ‘increased my 
communication skills’, while three students responded that it had no effect. One student 
indicated how it was both the student-student interaction, and student-lecturer interac
tion which led to their improved communication skills:

As we discuss in groups and discuss with [the lecturer] which increased my communication 
skills and confidence to participate in class.
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Finally, students were asked ‘What was the impact of the ProtectTech Scenario Activity on 
your teamwork skills?’. Sixteen/sixteen responded that it ‘increased my ability to work well 
in a team’. This is certainly very promising and an intended outcome of the scenario task. 
Most student comments indicated how different aspects of communication were impor
tant as part of team work. For instance, the following student comments:

It made me realise that I am not always right and to see other people perspective which lead 
to a great impact in the course.

I strongly agree as I had to give justification for the decision I make and making them agree to 
it.

In conclusion, this student survey has found that the ProtectTech scenario helps improve 
student knowledge and confidence, increases engagement, and helps develop important 
skills required for the fields of cybersecurity and political science.

Instructor observations

Observation 1 – multiple viable choices
For each ProtectTech scenario, there were three options available for students to choose. 
As shown in Table 3, there was no consensus among student groups overall, with only 
some instances where each group chose the same option. Hence, this adds credibility to 
the scenario activity as many of the choices were deemed as viable options by the student 
cohort. Each group engaged in lots of debate for each option with each group consider
ing the benefits and potential disadvantages of each choice, as well as potential implica
tions on the budget, reputation and cyber security score. In many scenarios, there were 
conflicting views in the student groups, which fostered further debate and discussion 
amongst team members. This allowed for further development of communication and 
teamwork-based skills. Overall, most students contributed to the debates and discussion, 
and when students were not actively participating, the instructor would encourage them 
to share their views as the instructor circulate the classroom. As the scenarios resulted in 
no clear route for students to follow, this meant that each group had different final ‘scores’ 
for their budget, reputation and cyber security score, as indicated in Table 4.

Observation 2 – students skills improved
A main observation from the activity was the development of softer skills such as team
work, communication, and the ability of students to make decisions. As the scenarios and 
weeks progressed, students appeared to become more conscious of the importance of 
taking turns to share their views within groups, and also bringing group members into the 

Table 3. Student scenario choices each week.
Week 1 2 3 4 5 6 7 8 9 10 11 11 12 12

Scenario 5 
(BR)

32 
(SP)

35 
(RP)

14 
(IR)

16 
(SU)

4 
(BR)

25 
(SP)

11 
(RP)

33 
(SP)

36 
(SU)

28 
(IR)

17 
(RP)

22 
(IR)

2 
(BR)

Group 1 2 2 1 1 3 3 3 1 1 3 2 2 3 2
Group 2 2 1 2 2 3 3 2 1 1 3 2 3 1 2
Group 3 2 2 1 2 1 3 2 1 2 3 2 2 3 2
Group 4 3 1 2 2 3 3 2 3 2 2 2 2 3 2
Group 5 3 3 2 3 2 3 2 1 1 2 2 1 1 2
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discussion who had not contributed yet. Additionally, student groups started to make 
decisions much faster on what option to choose for each scenario. Consequently, in later 
weeks, some classes resulted in two scenarios being ‘played’ in one week due to decisions 
being made so fast. As shown in Table 3, two scenarios were ‘played’ in weeks 11 and 12.

Observation 3 – high student engagement
Overall, students enjoyed the ProtecTech scenario and would often verbally comment 
that it was one of their favourite aspects of their course. For instance, a mid-module 
evaluation in week 7 revealed the following comments, when asked what they would like 
the course to ‘continue’ doing:

I like his method of teaching and more interesting thing is last part of class thinking about 
different scenarios and making decisions.

The style of teaching is extremely well, I have studied in Pakistan but never enjoyed this 
course, but now with [lecturer], the course has become more interesting. Not to forget the 
scenario based challenge at the end of the class.

I would continue the case studies and the class interactions we have each week. I would love 
to continue the creative thinking in terms of supporting students achievement in the course.

At the end of lecture the case study scenario is the most valuable and enjoyable part.

Case scenarios are best one and really practical and quite interesting.

In addition to these positive comments on the scenario activity, students would be 
eager to see the results from the previous week and how their group compared to the 
others. Similarly, they would actively discuss the decisions in their groups and this 
included students that were otherwise less engaged in the lecture portion of the class 
(in terms of contributing ideas, raising of hands etc). Therefore, from an instructor 
perspective, it was clear how the activity resulted in high student engagement.

Conclusion

This paper has presented ProtechTech Solutions, a ChatGPT-generated scenario-based 
learning activity designed to foster interdisciplinary competencies at the intersection of 
cybersecurity and political science. This paper has the following contributions to knowl
edge and practice.

First, there have been calls for research on the different approaches used for 
computing and cybersecurity education in terms of pedagogy (Crick et al. 2019; 
Denny et al. 2019), and this paper directly addresses this in terms of presenting 
a scenario-based learning activity. This paper supports the assertion that how 

Table 4. Final budget, security and reputation scores via student group.
Budget Security Score Reputation Score

Group 1 £ 435,000 14 4
Group 2 £ 505,000 15 9
Group 3 £ 650,000 13 9
Group 4 £ 430,000 12 9
Group 5 £ (135,000) 10 6
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students in higher education should have opportunities for engaging and applied 
learning experiences (Chernikova et al. 2020; England, Nagel, and Salter 2020; Omiya 
and Kadobayashi 2019), as many benefits were obtained. For example, this paper 
builds upon existing literature that highlights how active learning strategies such as 
scenarios and simulation can lead to increased student engagement (Mehall 2022; 
Shanks and Jack Zhang 2023), which for this study, was measured by two variables; 
interest and engagement. By situating ProtectTech at the intersection of a political, 
governance, and cybersecurity context, this paper extends prior work by demonstrat
ing how scenario-based learning can also be used to engage with broader civic, 
regulatory, and communicative dimensions of cyber professional practice, thus build
ing on similar work that focuses explicitly on political analysis (Casey 2024; Khaled 
et al. 2024).

Second, multiple authors have suggested research should consider how ChatGPT could 
be integrated into teaching practices to facilitate student learning (Adeshola and Praise 
Adepoju 2023; Farrokhnia et al. 2023; Pradana, Putri Elisa, and Syarifuddin 2023). This paper 
directly addresses this research gap and shows how large language models such as 
ChatGPT can be used from a teaching perspective for the quick and efficient creation of 
classroom resources. While there is literature detailing examples of practice where tools 
such as ChatGPT have been utilised, very few detail the prompts required to acquire the 
results. This is important for instructors who wish to adopt a similar strategy to that of 
ProtectTech in their own classes. Furthermore, in line with other scholars (Michels 2023), it is 
believed that these AI tools should not be feared for what potential problems they may 
bring, but should instead be seen as an opportunity to foster student learning. This work 
adds nuance to that view by showing how ChatGPT can be pedagogically embedded as 
a content generator, allowing the creation of resources where students can engage with 
ethical reasoning, and scenario variability, which is in line with recent evaluations of AI- 
supported learning environments by Urban et al. (2024) and Zhan and Yan (2025).

Finally, Allison (2023b) found through interviewing computing educators, that develop
ing student soft skills is a key factor for enabling effective student learning. Hence, this 
paper contributes to knowledge in how scenario-based activities can lead to increased 
student self-efficacy, and the development of important skills such as decision making, 
critical thinking, communication, and teamwork. While identified as skills that are required 
for both cybersecurity specialists and political scientists (Albert 2021; Grossman and 
Schortgen 2016; Jones, Siami Namin, and Armstrong 2018), these are skills that transcend 
multiple domains and jobs globally. The ProtectTech scenario was intentionally designed to 
address this interdisciplinary alignment. The decision-making structure, embedded uncer
tainties, and requirement for balancing multiple priorities all mirror the complexity of real- 
world cyber governance, as supported by domain-specific AI integration examples in Santhi 
and Srinivasan (2024) for cybersecurity, and Ran and Yuyue Zeng (2024) for political science 
education. Furthermore, the process of creating the ProtectTech scenario could potentially 
be adapted for other subject areas as well. However, instructors need to be cautious about 
how their own situational context may influence the effectiveness of such activities, and 
also what may be most applicable in terms of how to adapt a scenario such as ProtectTech. 
Hence, future work may explore how different LLMs support or constrain this adaptation 
process, particularly with respect to disciplinary specificity, output verifiability, and learner 
experience.
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Note

1. https://openai.com/blog/chatgpt.
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