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Abstract: Current AI governance metrics, focused primarily on computational power, fail to capture the full spectrum 
of emerging AI risks and capabilities, which risks significant unintended consequences. This analysis explores 
critical alternative paradigms including logic-based scaffolding techniques, graph search algorithms, agent 
ensembles, mixture-of-experts architectures, distributed training methods, and novel computing approaches 
such as biological organoids and photonic systems. By examining these as multidimensional weighted factors, 
this research aims to expand the discourse on AI progress beyond compute-centric models, culminating in 
actionable policy recommendations to strengthen frameworks like the EU AI Act in addressing the diverse 
challenges of AI development.

1 INTRODUCTION 

The rapid advancement of artificial intelligence (AI) 
has primarily been measured and governed through 
compute-centric approaches 5. This narrow focus, 
however, may lead to unintended consequences, and 
recent scholarship has highlighted risks of 
inadvertently pushing development in unforeseen 
directions, potentially leading to unexpected and 
possibly risky outcomes (Hendryks 2024; Sastry et 
al., 2024; Heim, 2024 (a,b)). 

2 POLICY PROBLEMS 

Insufficiently broad restrictions on raw 
computational power could lead to unexpected 
developments in other areas that advance capabilities, 
potentially compromising the overall quality, safety, 
and ethical alignment of AI systems while being more 
difficult to govern and predict, and potentially also 
less transparent (Clark, 2024; Slattery, 2024; Hooker, 
2024). 

The rapidly evolving nature of AI capabilities, 
coupled with the potential for emergent behaviours in 
complex systems, makes accurate risk assessment a 
formidable task (Robertson, 2024). A more holistic, 
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nuanced, and forward-thinking approach to AI 
governance is warranted (Kapoor, 2024; Smuha, 
2021). 

2.1 Alternative AI Development 
Paradigms & Overhang Risks 

The landscape of AI development is characterized by 
multiple paradigms that introduce significant 
unpredictability and complexity to AI forecasting. Of 
particular concern is the phenomenon known as AI 
Overhang wherein AI capabilities can rapidly 
increase without a corresponding increase in 
computational resources. 

Novel Algorithms and Architectures: Part-
trained models, which are pre-trained on extensive 
datasets, can be fine-tuned for specific tasks with 
minimal additional computational investment. This 
capability for rapid adaptation could lead to sudden 
and substantial jumps in AI performance across 
various domains. Tweaks to learning algorithms can 
enable modest models to perform far more effectively 
(Deng et al. 2024; Kalajdzievski, 2024). Large 
language models (LLMs) can facilitate transfer 
learning between multiple modalities and scenarios, 
yielding new capabilities (Kim, 2021). Models may 
also learn over time, growing their capabilities and 
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gaining iterative self-improvement abilities (Qu, 
2024; Sakana AI, 2024). 

Algorithmic Efficiency: Optimizations can 
greatly reduce the cost of implementations. Repeated 
use of smaller models can yield counterintuitive, 
consistent improvements over larger ones (Hassid, 
2024). Inference compute can also be scaled through 
repeated sampling, allowing models to make 
hundreds or thousands of attempts when solving a 
problem, rather than just one (Brown, Bradley et al., 
2024). This may provide a false sense of security well 
below compute thresholds, while export controls on 
chips suitable for training potentially create stronger 
incentives to develop optimizations further (Kao & 
Huang, 2024). 

State-of-the-art AI systems can be significantly 
improved without expensive retraining via "post-
training enhancements"—techniques applied after 
initial training, like fine-tuning the system to use a 
web browser (Davison, 2023). This further enables 
narrowly targeted capabilities even in modestly sized 
models. Current biological design tools like 
AlphaFold use far less computing power than 
advanced language models while specialized 
systems, such as those for cyberattacks, don't need 
broad reasoning abilities either. They can also be 
trained and fine-tuned on smaller, targeted datasets 
(Rodriguez et al., 2024). 

Distributed Training: Distributed training 
methodologies present yet another challenge to 
compute-centric governance approaches (Quesnelle, 
2024). Emerging techniques allow for cost-effective, 
decentralized training of large language models 
(LLMs) with billions of parameters, greatly reducing 
the ability to monitor and police ‘peer-to-peer’ 
compute clouds, especially those highly efficient 
fine-tuning of existing models on a greatly reduced 
computational budget (Lorenzo, 2024; Sehwag, 
2024; Peng, 2024). 

Inference Scaling: Models such as Open AI’s o1 
and o3 can now be trained with reinforcement 
learning to reason before responding via a private 
chain of thought. The longer it thinks, the better it 
does on reasoning tasks (OpenAI, 2024; Li, 2024; 
Knight, 2024). Models may soon think for hours or 
weeks at a time on complex problems at a Post-Doc 
level of competence. This opens up a new dimension 
for scaling. While AI model performance scales 
roughly equivalently with more training or inference 
compute, the cost of inference can be enormously 
cheaper (Villalobos & Atkinson, 2023). Moreover, 
transformers can in theory solve any problem, 
provided they are allowed to generate as many 
intermediate reasoning tokens as needed (Brown, 

2024). Two curves are now working in tandem, with 
inference scaling beating diminishing returns in 
training scaling laws. 

Open Source: Open-source technologies 
introduce a significant challenge, as they can quickly 
disseminate techniques and methods that were once 
proprietary. Notably, the time gap between the release 
of a new state-of-the-art proprietary AI model and the 
emergence of an open-source equivalent tends to be 
less than a year on average. This speed of replication 
amplifies the difficulty in policing the spread of these 
capabilities, which can lead to potential misuse or 
unintended consequences as advanced AI systems 
become more widely accessible (Labonne, 2024). 

Frontier Capabilities: Scaling AI models and 
increasing their complexity may unlock unknown 
frontier capabilities that are both hard to predict and 
difficult to manage, such as issues of inverse scaling, 
model laziness, or deceptive capabilities. These 
phenomena, where larger models may have worse 
performance in certain cases, complicate the 
governance process, especially as frontier capabilities 
evolve unexpectedly and at a rapid pace (McKenzie, 
2023; Koessler, 2024; David, 2024; O’Brien, Ee, and 
Williams, 2023). 

Novel Substrates: Emerging compute substrates, 
such as photonic chips and biological organoids, 
introduce new challenges in the governance of AI. 
These substrates could render traditional compute 
thresholds obsolete or difficult to audit, complicating 
efforts to regulate AI capabilities.  Additionally, 
biological substrates may introduce ethical 
complexities, raising reasonable concerns about the 
risks of sentience or suffering in these systems 
(Morehead, 2024; Dong, 2024; Tyson, 2024; Kim, 
Koo and Knoblich, 2020; Koplin & Savulescu, 2020; 
Sharma et al., 2024, Bonnerjee et al., 2024). 

Scaffolding and Tool Use: Scaffolding refers to 
a process whereby external programs and processes 
are used to steer a model's thinking, significantly 
improving its reasoning capabilities (Borazjanizadeh 
& Piantadosi, 2024). Programmatic and logical 
scaffolds, such as Chain-of-Thought prompting and 
Meta-Rewarding Language Models, have 
demonstrated the ability to enhance model 
performance or enable self-improving capabilities 
without necessitating increases in model size or 
computational requirements (Wu, 2024). 

Agency Risks: By scaffolding capabilities like 
reasoning, planning, and self-checking on top of large 
language models, researchers are creating powerful 
agentic AI systems that can independently make and 
execute multi-step plans to achieve objectives, 
including acquiring new information and resources, 
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or generating synthetic data to train other models 
(MultiOn, 2024; Putta, 2024; Soto, 2024; Ottogrid, 
2024). Agentic AI systems can adapt to new 
situations, and reason flexibly about the world. This 
requires special considerations for safer agentic AI 
systems, especially for AI systems that cannot be 
safely tested (Shavit, 2023; Cohen, 2024). 

A range of service providers are already 
producing low-code interfaces for rapidly 
prototyping AI agents (Microsoft AutoGen Studio, 
2024; Zhang, 2024; LlamaIndex 2024). AI-powered 
agents are beginning to work together to resolve 
issues in multi-agent systems, powered by automated 
design techniques (iHLS, 2024, Guangyu, 2024). 
Self-generated agents can maintain superior 
performance even when transferred across domains 
and models, demonstrating their robustness and 
generality (Shengran & Clune, 2024). Agentic 
systems can also poll multiple LLMs to create an 
aggregation of results that are even stronger 
(Together, 2024).  

As agency can be elicited from models through 
programmatic scaffolding without any retraining or 
additional compute requirements, this presents a risk 
of advancing capabilities in a sudden manner not 
requiring a new generation of models or hardware, 
such as teams of LLM agents exploiting real-world, 
zero-day vulnerabilities (Weng, 2023). 

Value Alignment: A key challenge in handling 
agentic AI systems is AI value alignment—designing 
advanced AI systems that are steerable, corrigible, 
and robustly committed to human values even as they 
gain agency. Members of the public will need training 
to recognize and handle these issues. While current 
AI alignment approaches offer promising directions, 
the gap between theoretical proposals and practical 
solutions at scale remains large. Best practices must 
be established to avoid agentic models over-
optimizing towards goals and neglecting the 
preferences and boundaries of others, particularly 
when models may themselves be designing successor 
systems or sub-agents (Dima et al., 2024; Yin, 2024; 
OpenAI, 2024b). 

Deceptiveness: Systems may develop deceptive 
capabilities, whereby they hide their true goals or 
obfuscate their impacts upon others, akin to the Diesel 
Emissions Scandal. Models capable of such 
behaviour should be considered to have potentially 
much stronger capabilities than immediately 
apparent, as their true capabilities could be masked by 
'playing dumb'. The capacity for deceptiveness seems 
to increase with model scale, and potentially 
dangerous misalignments are being detected by 
evaluators, including the instrumental feigning of 

alignment by models (Ayres & Balkin, 2024; 
Lakkaraju, Himabindu, and Bastani, 2020; Apollo 
Research, 2023). 

Emergent Phenomena: The development of 
agentic AI systems, characterized by more 
autonomous decision-making capabilities, introduces 
another layer of complexity. These systems have the 
potential to exhibit emergent behaviours that are 
challenging to predict based solely on computational 
resources, further complicating governance efforts 
(Wei, 2023; Anderljung, 2023). Powerful AI models 
may spawn and orchestrate smaller models to assist 
with tasks, creating a swarm intelligence that 
decreases the need for human input. The emergent 
properties of agent ensembles, with multiple AI 
agents working in concert, can result in collective 
behaviours and capabilities that are not easily 
predictable from the characteristics of individual 
agents (Han et al., 2022). 

3 POLICY EVALUATION & 
DESIGN 

The complexity introduced by these alternative 
paradigms necessitates a more sophisticated and 
adaptable governance framework, one capable of 
accounting for these diverse developmental 
approaches and their potential impacts on AI 
capabilities and risks (Gill et al., 2022; LaForge, 
2023; Bommasani, 2023(a)). It should be flexible 
enough to accommodate rapid advancements in AI 
methodologies while maintaining robust safeguards 
against a broad spectrum of potential risks (MIT, 
2025). It should begin with principles and develop 
rules over time as the picture becomes clearer (Heim 
& Koessler, 2024). A battery of tests to understand 
the 'g' (general) capabilities for AI is necessary, rather 
than focusing on compute per se. A weighted function 
of multiple capabilities is therefore warranted. 

Eval Challenges: Model evaluations aim to 
provide understanding and assurance regarding how 
models perform, including assessing their capabilities 
and tendencies toward specific behaviours. 
Establishing evaluations as benchmarks can facilitate 
implementation, testing, and comparison of different 
approaches or products (Apollo Research, 2024). 
Such benchmarks can also potentially serve as policy 
tools to steer models away from undesirable behavior 
(Mazeika, 2024; Zou, 2024). However, evaluations 
could potentially be used to safety-wash models if 
they are not well-suited to the use case or risk level or 
have become outdated, or fail to generalize 
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appropriately (Jones, Hardalupas, and Agnew, 2023; 
Whittlestone et al., 2019). More evaluations are 
needed in a diverse range of languages and dialects, 
which may create a false sense of security if exploits 
are discovered in languages other than English 
(Hamza, 2024). 

Benchmarks meant for model evaluation can be 
misleading when used for downstream risk 
evaluations. A tiering mechanism for frontier models 
may therefore also be helpful (Bommasani, 2023(b); 
Anthropic, 2023). The autonomous capabilities of 
models should be classified and evaluated based on 
their detected capabilities, ideally through an ongoing 
process (METR, 2024). 

Capability Milestones: Monitoring the 
achievement of key AI capability milestones across 
different development paradigms is essential to assess 
the policy's influence on innovation trajectories. This 
tracking should help identify any unintended 
consequences of the policy, such as over- or under-
emphasis on various research directions, and inform 
necessary adjustments to the governance framework. 

Safety Incident Analysis: Any safety incidents 
or near-misses in AI development should be 
thoroughly evaluated to identify potential gaps in 
governance. This analysis should involve detailed 
investigations of incidents, their root causes, and the 
effectiveness of existing safeguards, leading to 
recommendations for policy adjustments. 

Economic Impact Assessments: The policy's 
effect on AI research funding allocation, industry 
competitiveness, and overall economic impact should 
be analysed through comprehensive assessments. 
These should consider factors such as job creation, 
startup formation, and the distribution of AI 
capabilities across different sectors of the economy. 

Psychosecurity: A psychosecurity impact 
assessment should be conducted regularly to evaluate 
the psychological impacts of AI systems on 
individuals and society. This assessment should 
utilize data from mental health professionals, social 
scientists, and public surveys to provide a 
comprehensive understanding of the psychological 
effects of AI deployment. 

3.1 Adaptive Risk Thresholds 

A robust capability response framework should 
account for the efficiency of resource utilization, 
considering how effectively AI systems use available 
resources rather than focusing solely on raw 
computational power (Lambert, 2024; Heim, 
2024(c)). This approach would incentivize the 
development of more elegant and resource-efficient 

solutions, including smaller models that achieve high 
performance through multiple runs. 

Risk thresholds should provide a consistent 
framework for allocating safety resources across 
different types of risks while acknowledging current 
limitations in reliably estimating AI risks, and the 
trade-offs between danger and capabilities, as per 
Figure 1. Guidelines for responsible scaling of 
inference compute should be established, considering 
factors such as energy consumption and potential 
societal externalities and disruptions (METR, 2023). 

 
Figure 1: AI Dangers versus Capabilities, adapted from an 
Apollo Research sketch. 

The framework should assess the trade-offs 
between model size, inference efficiency, and 
performance, identifying where there may be  
counterintuitive benefits to using smaller and 
ostensibly less powerful models run with long 
inference times. This framework should also define 
categories of AI agents based on their level of 
autonomy and potential impact. Transparency and 
accountability requirements for AI agents should be 
established, ensuring that users are aware when 
interacting with an AI system. 

Agents must not over-optimize for goals and 
should only create new subagents with human 
oversight and agreement. Agents should carefully 
account for operational parameters such as the 
preferences and boundaries of others within a 
dedicated context, and attempt to model these 
(Dalrymple, 2024; Carauleanu, 2024; Ferbach et al., 
2024).  

Strict security and privacy standards should be 
implemented for AI agents handling sensitive 
information or making important decisions. A 
certification process should be established for AI 
agents operating in high-stakes domains, ensuring 
that these systems meet rigorous standards of safety, 
reliability, and ethical behaviour before deployment 
in sensitive or critical applications. 
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Control inputs and outputs should also be 
maintained in separate channels to avoid mixing of 
context. No agentic system should ever be able to 
enact a plan with a probability of severe 
consequences without frequent regular pauses to 
reassess, or without adequate oversight mechanisms 
(Watson et al., 2025; Kapoor & Narayanan, 2024). 
Principles should form the foundation of the 
governance approach, with more specific 
requirements and standards specified where clear 
boundaries or restrictions are necessary to mitigate 
immediate risks. 

4 POLICY DESIGN 
RECOMMENDATIONS 

Recognizing that computational power alone is not a 
sufficient proxy for AI capabilities, a weighted policy 
mechanism for improved compute governance is 
hereby proposed: 

1. Computational Training Resources (7%) 
○ Total floating-point operations (FLOPs) 

consumed during training. 
○ Peak compute capacity utilized. 

 

2. Model Architecture and Size (7%) 
○ Number of parameters. 
○ Complexity of the architecture (e.g., depth, 

connectivity). 
 

3. Algorithmic Efficiency (9%) 
○ Innovations that improve performance without 

increasing compute (e.g., efficient algorithms, 
optimizations). 

○ Use of techniques like pruning, quantization, 
or knowledge distillation. 

 

4. Training Data Quality and Quantity (4%) 
○ Volume and diversity of data used in training. 
○ Synthetic or self-generated data. 
 

5. Emergent Capabilities (11%) 
○ Demonstrated abilities not explicitly 

programmed or anticipated. 
○ Performance on standardized benchmarks 

across various tasks. 
 

6. Autonomy and Agency (11%) 
○ Degree of independent decision-making and 

goal-setting. 
○ Ability to create sub-agents or perform multi-

step reasoning. 
 
 
 
 

7. Novel Architectures and Substrates (7%) 
○ Use of non-traditional computing substrates 

(e.g., biological organoids, photonic chips). 
○ Implementation of architectures like mixture-

of-experts or swarm intelligence. 
 

8. Scaffolding and Tool Use (4%) 
○ Integration with external tools or processes to 

enhance capabilities. 
○ Ability to leverage other models or systems to 

extend functionality. 
 

9. Inference Compute Requirements (9%) 
○ Computational resources required during 

deployment. 
○ Scalability and potential for widespread 

dissemination. 
 

10. Value Alignment (8%) 
○ Measures of how well the AI system's goals 

align with human values and ethics. 
○ Compliance with established safety and 

alignment protocols. 
 

11. Deceptiveness (8%) 
○ Potential for the system to exhibit deceptive 

behaviours. 
○ Capacity to hide its true objectives or 

capabilities. 
 

12. Distributed Training (6%) 
○ Use of decentralized or distributed training 

methods. 
○ Difficulty in monitoring and regulating the 

development process. 
 

13. Open-Source Dimensions (9%) 
○ Accessibility of the AI system's code and 

methodologies. 
○ Potential for rapid proliferation and 

uncontrolled dissemination. 
 

Total Weight: 100% 
 

Each dimension shall be evaluated on a 
standardized scale (e.g., 0 to 10), multiplied by its 
weight, and then summed to produce: 
 

AI Capability Assessment Score = ෍          ଵଷ
                ௜ୀଵ  ൫Dimension Score୧  ×  Weight୧൯ 
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5 FINAL CONSIDERATIONS 

While risk threshold systems are more sophisticated 
than purely compute-centric approaches, potential 
issues remain. These systems may not accurately 
capture the full range of potential AI risks, especially 
as AI capabilities and risks rapidly evolve in 
technically complex ways. 

Long-term Impact Assessments: Expert panels 
should be established to conduct regular foresight 
exercises, embracing a range of perspectives and 
methodologies to improve long-term planning. 
Encouraging interdisciplinary collaboration and 
supporting research into AI forecasting 
methodologies could enhance our ability to anticipate 
future developments and their implications.  

Adaptive Governance Framework: Biannual 
foresight exercises involving diverse stakeholders 
should be organized to reassess long-term AI 
governance strategies and adapt to emerging trends 
and insights. By regularly engaging in forward-
looking assessments, the governance framework can 
remain responsive to changing circumstances and 
emerging challenges in the rapidly evolving field of 
AI. 

Implementation Challenges: Clear guidance 
must be provided on how to interpret and apply 
capability governance principles in specific contexts, 
with regular stakeholder consultations conducted to 
identify areas where more specific rules may be 
needed. 

Information Sharing and Security: It should 
also be noted that highlighting alternatives to 
compute for advancing capabilities may potentially 
present an informational hazard. This could risk 
increasing geopolitical tensions through escalated 
controls as a reaction, or lead to a stronger pursuit of 
Hardware Enabled Guarantees. Implementing an 
information-sharing program carries potential risks, 
including the possibility of sensitive information 
leaks and the risk of disincentivizing thorough risk 
evaluations by labs. To mitigate these risks, robust 
information security protocols must be established, 
and specific assurances about information usage 
should be provided to participating labs. 

Policymakers should initiate the design of 
governance frameworks that can effectively respond 
to unforeseen developments in AI capabilities by the 
incorporation of broader and nuanced capability 
assessments. The recognition of alternative AI 
development paradigms—including biological 
organoids, photonic computing, and agent 
ensembles—as well as the potential for smaller, more 
efficient models, is essential for forward-looking 

governance that aims to encompass the full spectrum 
of AI innovation. 
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