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Figure 1: Left: ARcheoBox. Middle: A participant at user study. Right: A close-up of a participant hands inside 
ARcheoBox. 

We present ARcheoBox, a walk-up-and-use prototype for interacting with interpretation of historical artefacts using 
tangible augmented reality. ARcheoBox enables users to manipulate virtual representations and interact with interpretation 
of historical artefacts using cylinder-shaped generic proxies. We also leverage the user interactions with interpretation 
using three interaction techniques “Move”, “Rotate”, and “Flip” as output modalities in AR. The prototype consists of a 
wooden box, a tablet display, and generic proxies, which means ARcheoBox does not require any head-mounted displays 
(HMDs), handheld controllers, or haptic gloves. We conducted a user study with 25 participants in which the findings 
demonstrate the advantages of tangible AR over more conventional interaction modalities presented in museums such as 
touch screens. Finally, we present a set of design recommendations for designing tangible AR that enhances the user’s 
interaction experience with historical artefacts. 
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1 Introduction 
The Handling rare and ancient artefacts in museums has always been a restricted practice for the public and is often 
preserved only for curatorial practitioners. This is due to many factors, such as handling protocols and the fragility of the 
artefacts. On the other hand, museums are now greatly influenced by the rapid developments in digital technologies, 
where Augmented Reality (AR) and Virtual Reality (VR) applications are becoming widely implemented to provide rich 
multisensory experiences [41, 19]. Current interactive exhibits limit user interactions with artefacts to direct 
manipulation via screen-based touch interfaces [12, 45]. While some successful examples allow museum visitors to 
experience historical artefacts in a more tactile way using 3D prints and smart replicas, many of these exhibits would 
involve custom-made interfaces or specialized pieces of equipment that require more complex processes and resources 
[28].  

In this paper, we present ARcheoBox (Figure 1) a walk-up-and-use prototype for manipulating virtual representations 
and interacting with interpretation of historical artefacts using cylinder-shaped generic proxies. We also leverage the 
interactions with interpretation using three interaction techniques, “Move”, “Rotate”, and “Flip as output modalities in 
AR. ARcheoBox aims to foster richer interactions with interpretation of historical artefacts while keeping all interactions 
embedded within the same physical objects (generic proxies) to remove physical barriers with the artefacts and produce 
an intuitive and engaging user experience. The interactions with the interpretation are expressed by the hand gestures, as 
the case when examining an artefact from different angles, building on human motor skills [9].  

The design process was carried out through a collaborative research process with multiple stakeholders, including 
cultural heritage professionals and archaeologists to develop design features and heritage content. We followed a 
prototype-led inquiry [10] and research through design process [47]. We also conducted co-design interviews, a method 
that has proven to be successful in the cultural heritage domain to elicit ideas and engage stakeholders in the design 
process [3, 34].  

The paper is organised as follows: First, we position our research in relation to previous works in the field of tangible 
and gestural interactions, virtual objects manipulation, and tangible interaction in cultural heritage. Second, we discuss 
the co-design process, including the first prototype design, and co-design interviews. This is followed by describing 
ARcheoBox design and implementation. We then discuss the findings from the user evaluation. And finally, we conclude 
by presenting the limitations and future work. 

2 Related works 
This section presents an overview of the literature on tangible and gesture interactions, virtual objects manipulation, and 
tangible interactions in cultural heritage.  

2.1 Tangible and Gesture Interaction 
Access to digital information through manipulating physical objects is an established area of research rooted in tangible 
user interfaces (TUIs) [15]. Many projects such as mediaBlocks [39], metaDESK [40], and Tangible Viewpoints [30] 
have showcased the benefits of using atoms to manipulate pixels. Subsequently, the scope of tangible user interfaces was 
conceptualised through several tangible interaction frameworks, which include embodied interactions [6], and user 
bodily movement and spatial interactions as important aspects of tangible interactions [13]. Embedding physical objects 
with gestural interactions can amplify user experience due to the intuitiveness and natural expression of gestures to 
communicate digital information [14]. Holding, touching, moving, and shaking are all gestural interactions supported by 
human motor skills to interact with physical objects. Gesture Objects Interfaces combine tangible interfaces with gestural 
interactions to facilitate communication between gestures and objects, for example, researchers introduced gestural 
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interactions in children’s toys, which allow the children to produce film clips by gesturing toy figures using an embedded 
camera and algorithm [42].  

Harrison et al. [16] investigated physical manipulations that are directly integrated with the object that is being 
controlled using embedded sensor technologies. Smart-Its Friends [18] allows the user to establish a connection between 
smart devices by simply shaking them. Additionally, White et al., [43] added shaking gestures to flat AR markers to 
augment further information around the virtual content. While these projects demonstrate how tangible interactions can 
empower user experience and advocate ubiquitous computing, some of them involve multiple input devices, connected 
networks, and complex systems. We aim to extend the advantages of tangible user interfaces, by keeping communication 
between the tangible interface and augmented reality system simple and intuitive. We explore how the physical objects 
can have different input modalities in AR without applying any sensors technology, by attaching augmented reality 
markers to the artefact. 

2.2 Virtual Objects Manipulation 
Advances in immersive technologies and the commercialisation of VR headsets and controllers such as Google 
cardboard and Oculus Rift paved the way for further investigation into 3D user interfaces to manipulate virtual objects 
and allow a closer to reality user experience. While our focus is on reviewing the manipulation of virtual objects using 
tangible interfaces and augmented reality [1, 22, 11], other common approaches for manipulating virtual objects surfaced 
such as mid-air gestural [37], as well as the use of haptic interfaces [2, 46]. Tangible proxies have also emerged as a very 
common tangible approach to manipulate virtual objects, either by using commercial controllers like HTC VIVE or by 
adopting a more generic approach using primitives [8] and everyday objects [17]. In the domain of cultural heritage, 
virtual manipulation of historical artefacts is becoming a popular research area as more interest arises in engaging the 
public through a material encounter with historical artefacts using tangible proxies [23, 25], 3D prints, and HoloLens [35, 
36]. The concepts that emerged from the literature so far form a valuable background for our research to establish design 
principles in tangible AR for exploring virtual objects. To our knowledge, we are the first to investigate the combination 
of (cylinder-shaped) generic proxies as input controllers for augmented reality applications in the cultural heritage 
domain.  

2.3 Tangible Interaction in Cultural Heritage 
Tangible interaction applications in museums aim to emphasise the importance of material engagement with artefacts as 
highlighted in museum studies [7]. This has led to much research on tangible interactions, such as “Physical Keys to 
Digital Memories” [4], an interactive installation called Reminisce based in an open-air museum where visitors collect 
physical and digital tokens to access audio recordings of characters’ memories using a mobile phone application. Further 
examples of tangible interaction applications in museums include the Internet of Things as a material encounter with 
museum artefacts [33], and The Loupe [5], an embedded mobile phone in the shape of a magnifier that allows museums 
visitors to point the device at the artefacts cabinet and overlay text and audio content. Prior works also explored the use 
of generic objects (cubes) in AR for augmenting archived historical collections, however, the interactions were limited to 
overlaying 3D models in AR, while information still had to be accessed using a screen-based interface [20]. Our work 
contributes to this body of work by proposing a walk-up-and-use prototype using generic proxies and interaction 
techniques in AR to provide an intuitive and immersive user experience while maintaining all the interactions embedded 
within the physical objects.  
 
 
 
 



4 

3 Co-design process 
In this section, we present the first prototype design and the co-design process which informed the development of 
ARcheoBox. 

3.1 First Prototype Design 
We developed an initial prototype (proof-of-concept), and we conducted a pilot study with eight heritage experts. The 
initial prototype served as an externalisation tool which facilitated sharing concepts with the heritage experts [29]. The 
pilot study aimed to capture the heritage experts’ early impressions and elicit their feedback about the use of the 
technology. For the initial prototype, we used flat AR markers as tangible interfaces which allowed the heritage experts 
to reach their hands inside the box, hold an AR marker, upon which a virtual representation of a digitized historical 
artefact is positioned, and manipulate the artefact from different angles. The preliminary feedback from the heritage 
experts suggested that the prototype has great potential to offer an engaging experience for manipulating virtual 
representations of historical artefacts. Following the pilot study, we built on prior work by Kobeisse and Holmquist [24] 
in which they compared four different tangible interfaces for AR (touch screen, flat AR marker, 3D-print replica, and a 
cylinder-shaped generic proxy). Their findings indicate that using generic proxies such as cylinders can offer intuitive 
tangible interfaces for AR over the traditional touch screen and flat AR marker. 

3.2 Co-design Interviews 
The co-design interviews aimed to generate insights on what kind of design features and heritage content we can create 
to engage the users with interpretation of Bronze Age artefacts. We interviewed eight heritage experts remotely using 
Microsoft Teams teleconferencing application. All heritage experts had extensive archaeology and cultural heritage 
experience. The heritage experts answered a set of open-ended questions which were recorded and transcribed for 
analysis. We then identified a set of design features and heritage content.  

A common approach for interacting with AR applications in a heritage context is using hand-held devices (i.e., 
tablets, mobile phones) where visitors scan through the surrounding environment [27] or aim the device at artworks in 
the exhibition [21]. The heritage experts stated: “Constantly	what	you’re	doing	with	that	is	making	your	experience	of	
the	artefact	through	a	screen”	(E3). Hence, this approach limits physical interaction with the artefacts. Through the co-
design interviews, the notion of using physical objects (generic proxies) to manipulate virtual representations and interact 
with interpretation of historical artefacts responded to some of these challenges, as well as they would allow physical 
access to historical artefacts which wouldn’t be previously possible due to museum protocols.  

3.2.1 Design Features. 
Interaction Techniques. The inherent affordances of the physical objects extended to incorporating interaction techniques 
as output modalities in AR to unlock the interpretation of the artefacts. The interaction techniques intended to be an 
expression of the hand gestures when exploring an artefact to interact with interpretation, as one heritage expert 
suggested: “If you turn it that way you can see it was used for and if you turn it the other way you discover who used it”; 
”this would definitely be a new approach than to the traditional panel interpretation looking at it in a glass display” 
(E7). The experts also highlighted that physically holding an artefact in hand while listening to their interpretation, would 
enhance the user's understanding of the artefacts interpretation and foster a close connection between the user and the 
artefacts. The interaction techniques as output modalities in AR would also allow access to multifocal narrative such as 
artefact manufacturing, use, and community practices, as one of the heritage experts stated: “You are looking at objects 
in a way where it connects to its landscape, and it connects to its context” (E1).  Other suggestions by the heritage 
experts for interaction techniques included, that holding the physical objects over time can result in different types of 
output modalities in AR. 

Visualisation. To support the implementation of the artefacts’ context in the virtual environment, the heritage experts 
suggested incorporating graphical visual and audio assets, such as maps and photographs, as well as audio interpretation 
and ambient sounds inspired by the landscape. The visual and audio assets aim to immerse the user in the context of the 
original artefacts and offer	the	feeling	of	being	there	to connect with the landscape. Additionally, the heritage experts 
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also stated that the visitor should be able to explore the virtual representations separately in explore mode to have a full 
appreciation of the details of the artefacts, and then introduce interaction with interpretation in interpret mode.  

3.2.2 Heritage Content. 
Moving Inside the Box. The box's internal structure provides a three-dimensional space to support a spatial configuration 
that responds to the interaction techniques by calculating the relative position between the tablet camera and the AR 
markers to display the corresponding content in the virtual environment. Additionally, the box creates defined boundaries 
that potentially could prevent the user from moving the generic proxies in random directions outside the tablet camera's 
field of view and losing tracking of the AR markers.  

The Narrative. The Breamish Valley situated in the Northumberland National Park, in the North East of England, 
UK, holds some of the best-preserved archaeological landscapes in the Cheviot Hills. The excavations (1994 - 2003) 
revealed three fascinating Bronze Age food and drinking vessels which were carefully removed, restored, and conserved. 
The Bronze Age artefacts date back to the Early Bronze Age (4,000 Years BP or 2,000 BC) and depict important 
information about the life of the people and their rituals in the Bronze Age. The artefacts contained the remains of an 
infant who died after suffering from meningitis. Early suggestions indicate that these types of artefacts were used as a 
funeral pot and contained food to be used by the deceased in the afterlife. In collaboration with the heritage experts, we 
crafted the heritage content for three Bronze Age artefacts (an Urn, a food vessel, and a beaker).  

4 ARcheobox design and implementation  
ARcheoBox (Figure 2) was developed through an iterative process using co-design interviews with heritage experts. The 
box consists of a wooden container manufactured with laser-cut birch wood. A tablet display (Samsung Galaxy S7 tablet) 
is placed on top of the box and two holes are cut in front of the box to allow the user to reach in and hold what is inside 
the box, in this case, wooden cylinder-shaped generic proxies with attached augmented reality markers for tracking 
 

 

Figure 2: a) ARcheoBox prototype; b) top view of ARcheoBox; c) ARcheoBox structure diagram 

4.1 Designing Interaction Techniques 
We designed three interaction techniques, “Move”, “Rotate”, and “Flip as output modalities in AR . The three interaction 
techniques are mapped to three output modalities in AR “Zoom”, “Select”, and “Switch”. The interaction techniques are 
designed to provide a direct mapping between the physical objects (generic proxies) and the augmented reality 
application. The interactions are intended to be intuitive and similar to the gestures the user would perform when 
manipulating a real artefact in their hand. The output modalities in AR work by registering the relative position between 
the camera and the AR markers to display the corresponding virtual 3D model and related interpretation. Each interaction 
technique allows to select its related interpretation and interact with one of the aspects of interpretation (visual, text, 
audio).  
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Move – Users can move the generic proxy closer to the camera to activate panels including text, maps, and 
photographs. The audio for the interpretation is also controlled by moving the generic proxy either close to the camera to 
play it or further away to pause it. This action would minimise any degree of disruption when handling the artefact, in 
case the user moves the AR maker away from the camera view.  

Rotate – Users can rotate the generic proxy to select various pieces of interpretation. The interpretation is attached to 
two AR markers attached to the sides of the generic proxy.  

Flip – Users can flip the generic proxy to switch between the Explore Mode and Interpret Mode. The flip action is 
executed by turning the generic proxy into an upside-down position and flipping it back to its original positioning. 

While we considered adding visual hints [44] such as floating text around the virtual 3D model or adding an extra AR 
marker as a controller [38] for the virtual environment, we anticipated that this would distract the user from the task at 
hand while manipulating the artefacts. Therefore, we opted not to add touch screen buttons. We wanted to keep the focus 
on the virtual representations of the historical artefact, while also being able to interact with interpretation using the same 
physical object.  

4.2 Augmented Reality (AR) Application 
The augmented reality application (Figure 3) was built using the Vuforia SDK and Unity games engine software. The 
digital 3D models were acquired through 3D scanning and photogrammetry techniques. We then used Blender, a 3D 
modelling software to process geometric data and reduce the number of polygons while conserving the smooth texture of 
the 3D models. The application consists of two modes: “Explore Mode” presents the 3D models and allows the user to 
fully immerse in their fine details and get a close-up view of the beautifully decorated artefacts with thumbnail print 
marks. The “Interpret Mode” presents the interpretation of the artefacts. When the user picks up one of the physical 
objects, they can interact with each interpretation marked on the artefact, for example, photographs, short text, and maps 
of the national park.   

 

Figure 3: Screenshot of the welcome screen; b) virtual 3D model in Explore mode; c) Interpret mode showing 
artefact info; d) Interpret mode showing artefact map. 

5 User Evaluation Study 
We evaluated ARcheoBox with heritage experts and end-users. The goal of the study was to gather the participants' 
feedback on the prototype interface design and identify any potential features and shortcomings with the application 
while still in the evaluation phase. 

5.1 Participants 
The study consisted of 25 participants, 14 females and 11 males, age range 29 - 63, mean age 44.64. Participants were 
recruited using the affiliated network of the heritage organisation, on a voluntary basis without any compensation. The 
study was conducted during the COVID-19 pandemic, hence, all the necessary safety measures were taken into 
consideration, like wearing masks, social distancing, sanitising station, as well managing the airflow in the study room. 
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The participants comments were recorded and transcribed later for data analysis.  Participants were given an information 
sheet explaining the study protocol, then they were asked to sign a consent form and fill out a demographic 
questionnaire. 

5.2 Procedures  
After a brief introduction to ARcheoBox, participants were left to interact freely with the prototype. Participants were 
asked to provide feedback on the interface design features. The researcher observed the participants' interactions while 
standing nearby following COVID-19 social distancing measures and assisted participants by answering questions when 
needed, also took notes of any comments made by the participants. At the end of the session, participants were asked to 
complete a questionnaire with 15 Likert-type scale questions [26] each rated on a 5-points scale from "Strongly Agree" 
to "Strongly Disagree" to assess the prototype. The questions were grouped into six categories which are adapted from 
interface design usability guidelines [31]. We also added a comment section below each of the Likert-type scale 
questions to further identify any issues that were not covered by the questions. Additionally, participants were asked to 
describe what they most liked about ARcheoBox and what they liked the least and add any further comments. 

5.3 Findings 
Participants took approximately 30 seconds to be familiarised with ARcheoBox unique interaction techniques. Once the 
participants understood the principles for interaction, they started exploring the different interactions and had no issues 
recalling the interaction techniques. Through informal interviews with the researcher, the participants reported ease of 
use, intuitiveness, and enjoyment throughout the study. Finally, participants stated that they appreciated the tactile sense 
carried by the generic proxies. 

The results from the Likert-type scale questions are presented in Figure 4. The majority of participants (92%) stated 
that the application is clear and visible, where appropriate visual feedback is given to familiarise the user with the 
application interface. The match between the application and the real world also scored highly with the participants 
stating that the application corresponded to the real-world environment. The interface control yielded favourable results 
with participants stating that they felt in control while using the application. Additionally, participants stated that 
application functionalities were easy to remember, and that text and visuals were clear and readable. Overall, participants 
stated that the application is well designed, and the aesthetics are pleasing, “Sleek and well designed, extremely 
informative and detailed” (P4), “I love how it is like holding the artefact and having someone talk you through” (P1). 
Furthermore, all participants stated that they enjoyed the experience, and that the application is useful to manipulate 
virtual representations and interact with interpretation of historical artefacts. “It is a really fun interactive application 
that will really help with the different ways individuals learn and interact with objects” (P14). 

 

Figure 4: Evaluation results chart. 
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We also gathered some valuable feedback from the participants to improve the AR application. P20 suggested 
including hotspot labels for the interpretation. Other suggestions included adding a map of the excavation sites of the 
artefacts. Additionally, participants also stated that having different colours in each interface mode enabled them to 
easily distinguish between Explore mode and Interpret mode. Participants also stated that ARcheoBox offers a great 
opportunity of making historical artefacts accessible using unique interactions, P8 stated:	“What	I	liked	is	the	
accessibility	side	of	things,	where	I	don’t	need	to	come	with	my	own	technology,	I	don’t	need	to	download	an	app,	I	
put	that	away	and	just	enjoying	the	experience”.	It	doesn’t	require	any	other	interaction	from	me	except	using	it.”,	P7 
added: “I	think	this	would	make	a	great	asset	to	an	exhibition	or	exploration	activities	and	suitable	to	all	ages”.		

When asked what they liked most about ARcheoBox, participants stated that physically holding and manipulating 
virtual representations of historical makes the whole experience a lot more captivating, “I	liked	the	ability	of	the	
prototype	to	connect	me	tangibly	to	the	object,	I	can	hold	it,	something	I	can	never	do	with	the	actual	object”	(P3). 
Additionally, participants identified other benefits fpr tangible AR beyond museums exhibitions, including knowledge 
sharing among other experts, supporting early career researchers in studying artefacts, and providing an opportunity for 
enthusiastic users to get a closer look and learn more about the artefacts. 

6 Discussion 
This We reported on the design and implementation of ARcheoBox as a walk-up-and-use prototype that allows users to 
manipulate virtual representations and interact with interpretation of historical artefacts. Next, we discuss a set of design 
recommendations based on our findings from the evaluation study and iterative co-design process. We also reflect on 
how ‘moving inside the box’ informs unique interaction techniques to interact with interpretation of historical artefacts 
using generic proxies.  
 
Communicating Interaction Semantics 
Our findings show that participants ‘felt in touch’ with the Bronze Age artefacts because they could hold the artefacts in 
their hands and interact with Interpretation at the same time. Our findings are confirmed by previous research that 
tangible interaction in museums provides a sense of engagement with exhibits [32], versus more limited interactions via 
screen-based touch interfaces. ARcheoBox walk-up-and-use approach differs from most immersive museum exhibitions, 
which require wearing head-mounted displays and using handheld controllers. Participants were not required to operate 
any additional gear, offering an intuitive and engaging user experience for manipulating virtual representations and 
interacting with interpretation of historical artefacts.  

From one side, the cylinder-shaped generic proxies shared a familiar resemblance with the virtual 3D models and 
offered mutual affordances. Moreover, designing interaction techniques as output modalities in AR requires careful 
consideration to clearly communicating the semantics of the intended interactions between the physical objects (generic 
proxies) and their output modalities in the virtual environment. We suggest that designers can explain the semantics of 
the interaction techniques to users to test their practicalities. Designers can also provide further visual cues, for example 
by designing icons related to the different types of output modalities and attaching them to the AR markers. 
 
Designing for Immediate Interaction with Artefacts 
Participants noted that one of the benefits of using physical objects (generic proxies) to manipulate virtual 
representations and interact with interpretation of historical artefacts is the immediate interaction with the artefacts, such 
as their ability to interact with the artefacts without downloading any applications to their smartphones or operating 
additional devices such as head-mounted displays or handheld controllers. Accordingly, we suggest the following 
guidelines to design for immediate interaction with artefacts: 1) Re-purposing of physical objects by using a single 
physical object (generic proxy) whose shape resembles the virtual representation but without exactly corresponding to it, 
which would enable physical manipulation of multiple historical objects; 2) New way to access archival information by 
embedding the interaction techniques within the same physical objects (generic proxies) as AR output modalities to 
interact with interpretation of artefacts. This would minimise the physical barrier that usually exists when users interact 
via buttons on a touch screen as the user does not need to switch to another device; 3) Customisable interactions, by 
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customising the AR markers on the generic proxies so that each side becomes a potential point for interaction to unearth 
the artefact narrative. This would enable museum curators to modify or replace the application contents to fit their 
museum exhibits. 
 
Co-designing Tangible AR with Heritage Experts 
We incorporated co-design methods in our interviews with heritage experts to establish design features and heritage 
content that can ‘bring to life’ a collection of Bronze Age artefacts. Co-design provided us with the opportunity to 
connect with multiple stakeholders, bringing rich perspectives when designing digital technologies for heritage. The 
heritage experts regarded tangible AR as a medium that could offer museum visitors a unique way to interact with 
interpretation by holding the objects in their hands. We also worked with other stakeholders from the organisation to 
audio record some excerpts of the interpretation, bringing a hands-on approach to the community of collaborators as part 
of the co-design process. 

We followed an iterative design process, where each iteration validated the prototype features and elicited 
conversations through formal and informal discussion. Prototyping for AR is still an exploratory design space with very 
few tools that exist to help with the ideation process for 3-dimensional and virtual spaces. Consequently, we developed a 
sketching sheet to help non-designers such as the heritage experts, brainstorm different concepts for the prototype. The 
sketching sheet structure contains two sections: the first section, Interactions in AR, is to brainstorm concepts for 
interaction techniques in AR using generic proxies. The second section, heritage content, is to compose the interpretation 
of the artefacts. The sketching sheet served as an inspiration tool and enabled participants to establish connections 
between analogue methods of ideation and AR technologies, as well as generate ideas about interaction techniques using 
generic proxies. Once, the heritage experts identified more specific ideas, we then initiated discussions around potential 
technological implementation.  

7 Limitations and future work 
During user observations, we noticed that some participants occasionally lost tracking of the AR markers. As AR 
technology keeps advancing, we aim to further investigate different tracking techniques to improve occlusion. In future 
work, we will investigate additional interaction techniques using the generic proxies’ additional degrees of freedom and 
explore how different interaction techniques can support different output modalities in AR, such as proximity for 
interaction between two physical objects to reveal interpretation embedded within the artefacts.  

8 Conclusion 
We presented ARcheoBox, a walk-up-and-use prototype for manipulating virtual representations and interacting with 
interpretation of historical artefacts. We also designed three interaction techniques, “Move”, “Rotate”, and “Flip, with 
output modalities in AR, “Zoom”, “Select”, and “Switch”. ARcheoBox enables users to hold historical artefacts in their 
hands, and inspect them closely, while also being able to interact with interpretation using generic proxies, removing 
physical barriers commonly exist in museum exhibits. We also conducted co-design interviews with heritage experts and 
a user evaluation study. Finally, we introduced a set of design recommendations that contribute to designing tangible AR 
that enhances the user’s interaction experience with virtual representations of historical artefacts. 
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