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Abstract:
There are tremendous developments and achievements during recent years, related to the use of wireless technologies in industry to provide flexibility, scalability and low cost. Wireless Networked Control Systems (WNCSs) based on Wireless Sensor Networks (WSNs) integrate three technologies: control engineering, computer networks and wireless communication. WNCSs are systems of smart and wirelessly connected devices equipped with limited communication, computation and sensing capabilities for control and monitoring applications. The design, building and implementation of a WNCS for a FlyWheel Position Control System (F-W PCS) are based on the XBee platform. A simulation of the wireless networked F-W PCS mathematical model was implemented using the TrueTime 1.5 MATLAB/Simulink Toolbox with the wireless networks between controller and plant nodes employing ZigBee (IEEE802.15.4) and Wi-Fi (IEEE802.11) protocols. The real-time wireless F-W PCS was realized and implemented successfully. Experimental set-up and simulation results show the feasibility and reliability of the system when it is compared with more traditional networked control systems.

SECTION I.

Introduction

The last decade has witnessed great advances in computing, communication and control engineering. Tiny devices have been introduced, with the capability of performing sensing and actuation by computation and communication with other devices. Now there are tools available to develop intelligent complex systems that enable more efficient use of energy, enhance Wireless technologies have witnessed pollution monitoring systems and environment surveillance. Productivity in industrial plants also can be enhanced. Fig. 1 shows a Venn diagram that represents the intersection area of Wireless Networked Control Systems (WNCSs) which lies between Control ($C^1$), Communication ($C^2$) and Computing ($C^3$) engineering fields [11]–[12].

Closed-loop Networked Control Systems (NCSs) are spatially distributed control systems in which communication between sensors, actuators and controllers occurs through a shared band-limited digital communication network. There are two types of these systems in terms of the medium used at the physical layer: wired lines and wireless [3].

Fig. 1: Venn diagram to represent the WNCS field
Traditionally NCSs are used widely to reduce weight and the cost, and to increase reliability and connectivity. There are many types of communication networks, which have been developed during few years, networks used successfully to monitor and control a wide variety of systems and processes [4].

In wireless networked systems, communication among different components relies on wireless technologies. Wireless networking is gaining significant momentum in several areas of applications due to advantages such as mobility, configurability, and spatio temporal sensing. While the initial utilization of wireless communication was for sensing and communication with Wireless Sensor networks (WSNs), a new field has now emerged that uses the same techniques for enabling network control systems [5].

The WNCSs research area can be categorized into three main fields [6]:

1. Design of networks: study and research on the communication and networks to make them suitable for real time NCSs routing control, congestion reduction in packet flow, efficient data communication and networking protocols.
2. Control of networks: this area deals with control strategies and control systems design of wireless networking, with aim of minimizing the effects of adverse network parameters on the control system performance and stability such as network delay.
3. Multi-agent system studies on how network architectures and interactions between network components (nodes) influence the global control goals. More precisely the problem here is to understand how local laws describing the behavior of the individual agents influence the global behavior of the networked control system.

There are new research challenges in how to enhance Quality of Performance (QoP), reliability and system accuracy. The deployment of these devices (nodes) facilitates the problem of convergence since they need small amount of power and can communicate over a considerable distances.

The rest of this paper is arranged as follows. Section 2 reviews to previous related work. Wireless automatic control systems are described in section 3 while section 4 covers client-server schemes. The demonstration plant description and mathematical model are given in sections 5. The paper is concluded in section 6.

SECTION 2.
Related Work

There are many research works in the field of networked control and WNCSs in particular over the last ten years, resulting in a very many publications the most recent of which are reviewed below.

In 2007, Nikolakopoulous et al. [7] proposed a multi-hop induced gain scheduler for WNCS. The suggested control scheme is based on the client-server architecture. In 2007, Dritsas et al. [8] modeling approaches for NCSs with different types of varying communication latency times are presented. In 2008, Nikolakopoulous et al. [9] presented an experimental optimization of a wireless transmission scheme, coupled to a tuning process of the controller parameters for real-time control applications.

In 2008, Uchimura [10] described wireless networked control systems with variable time delay paths. The work focused on a packet based network in which subsequent packets catch up the preceding packets to compensate the loss. In 2009, Amarawardhana et al. [11] described the general architecture of WSNs and SCADA networks and commonly used communication protocols. A case study was presented using the XBee platform.

In 2009, Dai et al. [12] presented a scheduling strategy for a collection of discrete time networked control systems subjected to communication constraints such as network induced time delays and packet dropout. In 2010, Nikolalopoulous et. al. [13] applied the predictive control model for attitude control of unmanned quad rotor helicopter for image compression and wireless transmission. In 2010, Li et al. [14] built a wireless PLC
system to control the remote field devices without wiring. They used an XBee modem to build the wireless network between the master station (controller) and the remote devices (plant).

In 2010, Bemporad et al. [15] presented the design and experimental validation of Model Predictive Control (MPC) of hybrid dynamical processes with wireless sensors. In 2010, Kaltiokallio et al. [16] addressed the delays and performance analysis under packet loss of the PIDPLUS controller against PI and PID controllers. In 2011, Park et al. [17] investigated the essential issues of wireless networked control systems by considering the effect of the wireless network on control performance and then proposed a co-design approach to meet the desired control cost while minimizing the energy consumption of the network.

In 2011, Lemmon and Hu [18] established the sufficient conditions for the almost sure stability of the NCSs under random drop-outs. These conditions relate the burstiness of the drop-out process to the nominal response of a system controlled by a wireless communication network. In 2012, Choi et al. [19] proposed a packet loss compensation technique for cyber-physical control over a wireless network. They used the Zigbee protocol as a wireless medium access and communication network. In 2012, Qu et al. [20] addressed the stabilization problem for WNCSs with impulse disturbance in the discrete time domain. They modeled the packet loss according to the Bernoulli process.

In 2013, Ulusoy et al. [21] introduced a networked control system method called the wireless model based predictive networked control system and implemented a control system using IEEE 802.15.4 (ZigBee) as a communication protocol. They presented simulation results on the performance of the controlled system under large amounts of random network delays and data loss.

SECTION 3.

Wireless Automatic Control Systems

From an engineering point of view, a well-designed WNCS (as shown in Fig. 2) has to be adaptable enough to control its actions and it also must be able to perform desired functions precisely and accurately. However, there are some particular characteristics that a WNCS must have [12]. Knowing and understanding these characteristics may help us to design systems for efficient working and to ensure that a WNCS has the capability to achieve certain useful tasks. The WNCSs must have the following metrics [7], [22]:

1. Link quality and reliability

![Diagram](image-url)
2. Time delays and jitter
3. Security
4. Energy consumption
5. Flexibility
6. Control paradigms
7. Scalability
8. Distance between nodes

In particular, a tradeoff exists between control and communication performances. Therefore, control system theories and wireless communication protocols should be designed cooperatively.

As shown in Fig. 2, the output of a plant/process \((y(t))\) is sensed by the sensor \((S)\) which has a delay time \((\tau_s)\) for sampling and decoding. It is sent to the Controller \((C)\) over the wireless network from the client side. A delay time \((\tau_c)\) and switching function \((\theta)\) are considered for transmission of packets. At the client side, the signal will require a time for processing and it can be considered as a delay time \((\tau_{sc})\). The control signal \((u_k)\) will be issued after this time. It will also be sent over the same wireless network. The time delay is denoted as \((\tau_{ca})\) and the switching function is \((\alpha)\). Hence the total time is given by [7]

\[
t = \tau_k^g + \tau_{sc}^c + \tau_{sc}^c + \tau_{ca}^c + \tau_{ca}
\]  

(1)

It is required to make \(t < h\) where \(h\) is the sampling interval time for proper operation of wireless networked control system; that is the controller does not compute a new control signal \((u_k)\) unless it receives new sensor measurement \((\hat{y}^k)\) and the actuator continues to utilize the old control signal \((\hat{u}^k)\) to actuate the plant/process to the required state of operation. The estimated output and input can be formulated respectively as

\[
\hat{y} = (1 - \beta_k)y_k
\]  

(2)

\[
\hat{u} = (1 - \alpha_k)u_k
\]  

(3)

The switching functions of the wireless network represent the probability of the successful arrival of \(y^\wedge\) and \(u^\wedge\). They can be denoted as in Fig. 2 as \(\rho_{sc k}\) and \(\rho_{ca k}\) respectively with the assumption that

\[
\rho_{sc k}^{\wedge}, \rho_{ca k}^{\wedge} = \begin{cases} 
1 & \text{data lost} \\
0 & \text{data received}
\end{cases}
\]  

(4)

The parameters of the network \((\tau_k\) and \(\rho_k\) vary depending on the network traffic, medium access control and the chosen node hardware. The state space model formulation for the process/plant that includes the above parameters is given by

\[
x(k + 1) = \Phi(h)X(k) + \Gamma_0(h, \tau_k)\hat{u} + \Gamma_1(h, \tau_k)
\]  

(5)
and the predicted output of the plant is

\[ \hat{y}(k) = \rho_k^{sc}(Cx(k)) \]  

(6)

Then, the estimated control signal \( \hat{u}_k \) at the output of the client can be formulated as

\[ \hat{u}_k = \rho_k^{sc} \rho_k^{ca} u_k + (1 - \rho_k^{sc} \rho_k^{ca}) \hat{u}_{k-1} \]  

(7)

where the definition of \( \Phi, \Gamma_0, \Gamma_1 \) can be further investigated at [10]. The design of the controller depends on the state-space model and it can be given by

\[ \hat{u}_k = K(h, \tau, \rho) \left[ \begin{array}{c} x_k \\ \hat{u}_{k-1} \end{array} \right] \]  

(8)

It is required to find a formula that include the effect of \( \tau, \rho \) on the PID controller parameters \( K_p, K_i, \) and \( K_d \) when the control signal is given as

\[ u = f(K, \dot{e}) \]  

(9)

\[ u = K_p + \frac{K_I}{s} + K_D s \]  

(10)

Where the various \( Ks \) represents the controller parameters and can be defined as

\[ K_p = f_1(h, \tau, \rho) \]  

(11)

\[ K_I = f_2(h, \tau, \rho) \]  

(12)

\[ K_D = f_3(h, \tau, \rho) \]  

(13)

The formulation of tuning methods such as the Z-N method can be given in terms of \( (h, \tau, \rho) \) to tune the controller for the wireless networked control system.
Fig. 3 illustrates the block diagram of a wireless networked control system with the main parameters that affect the network and overall system performance.

SECTION 4.

Client-Server Scheme

The foundations of digital control theory are now well established after almost half a century of research and implementation experience and can be found in [2]–[3][4]. The use of digital computers as an instrument for closed-loop control found large interest after fifteen in the last century. There was a transition from the continuous-time/continuous-states models used in classical feedback designs to the discrete-time/quantized-states models of digital control. New issues such as sampling period selection, finite word length and the resulting quantization effects, limited computational and memory resources had to be addressed in the design of digital control with a special focus on their effects on the control performance. More recently, the field of NCSs was developed in the 1980s and has found many applications in industry.

In the last few years, there has also been a tremendous increase in the deployment of wireless systems, which has triggered the development and research of distributed NCSs. As the concept of WNCSs started to show its potential in various applications, it also provided many challenges for researchers to achieve reliable and efficient control. After great advances in computer networks and the internet of things, control systems can be implemented remotely using reliable and fast communication channels. A remote control system can be thought of as a system controlled by a controller located far away from it. This is sometimes referred to as tele-operation control. Remote data acquisition systems and remote monitoring systems can also be included in this class of systems. The place where a central controller is installed is typically called a local site while the place where the plant is located is called a remote site which is similar to client-server computer network scheme. The architecture of the client-server control system scheme is composed of two terminal computers; one (client) for implementing the control algorithms such as PID and the other one for plant interfacing and data acquisition (server). Fig. 4 illustrates the general block diagram of this system. The two computers are connected through a communication network, either by wire or wireless. This scheme is first used for connecting the control systems components through TCP/IP or User Datagram Protocol (UDP) of the Internet for remote control applications [8].

A wireless Sensor and Actuator (WSAN) can be used to connect both sides; plant and controller. The output of the plant (measurement from sensors) which can be denoted as $y(t)$ is transmitted over wireless nodes to the controller while the control signal is sent over other wireless nodes to the actuators. The controller in the client side compares the output measurement with the reference signal $r(t)$. 
SECTION 5.

Experimental Set-Up

Fig. 5 illustrates the Fly-Wheel schematic diagram. The hardware components of the wireless position control system are composed of three main parts: plant, wireless sensor network devices and controller. The details of each part are given below.

A. Plant (electronic Card of F-W PCS)
   - Permanent Magnet DC Motor with Gear-Box
   - AT tiny13 Microcontroller
   - H-bridge
   - Position Sensor (Potentiometer)
   - Fly-Wheel
   - Small tire

Fig. 5 shows a picture of the F-W PCS with its interfacing card.

B. Interfacing Card

The interfacing card used to connect the plant with the personal computer is an NI USB-6008 from National Instruments (see Fig. 5). At the server side, the connection between the computer and the position control system (F-W PCS) is achieved through this card.

This card is connected to a PC through USB port. The AI and AO blocks of the Data Acquisition (DAQ) tool box of MATLAB/Simulink is used to apply the command signal (0-5V) and record the angle of the flywheel respectively. The software which has been used to drive the NI card is the NI-max [15]. This software interfaces the Simulink blocks of the DAQ toolbox and the plant. The interface with the XBee platform is via the Simulink blocks from Instrument Control Toolbox such as serial send and serial receive.
Fig. 5 F-W PCS test-bed picture

SECTION 6.

System Modeling and Control

After the design of the hardware system is completed, the plant is interfaced with the computer via the NI card using MATLAB 2012b. As the MATLAB/Simulink simulation environment provides various powerful tools for control system design, the simulation of wireless networked control systems is carried out using MATLAB and Simulink toolboxes. The WNCS simulation strategy using a particular remote servo control system is illustrated.

The DAQ tool box is used to command the motor to move to a specified angular position utilizing the Analogue Input (AI) block. The angular position of the fly-wheel is sensed by the potentiometer and the Analogue Output (AO) block of DAQ toolbox. Fig. 6 shows the block diagram of the system. The modeling of the fly-wheel position control system is found by using the system identification GUI toolbox of MATLAB 2012b. Fig. 7 and Fig. 8 show the input data (voltage) to the system and the output data (angular position) respectively.

The model of the plant in the frequency domain and can be represented in the following transfer function:

\[
\frac{\theta_t}{v_a} = \frac{43}{s(1.127s + 1)}e^{-s}
\]  

(14)

The above transfer function model is estimated from the measured input-output (i.e., voltage-angle) data of the F-W PCS using the System Identification Toolbox of MATLAB.
Fig. 6. Simulink diagram for system identification

Fig. 7. Input data to the F-W PCS
After completing the hardware and software design of the position control system and allocating the model of the system, a PID controller was designed to regulate the system to track the reference input.

C. PID Controller

The parameters of the PID controller were found by using the Z-N method which depends on the process reaction curve given in the previous section. Table 1 represents the parameters for different types of the PID controller.
Fig. 10: wireless control system for F-W PCS

Table 1: PID controller parameters using Z-N method

<table>
<thead>
<tr>
<th>Controller</th>
<th>$K_P$</th>
<th>$K_I$</th>
<th>$K_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.0039</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PD</td>
<td>0.04</td>
<td>0</td>
<td>0.002</td>
</tr>
<tr>
<td>PID</td>
<td>0.05</td>
<td>0.026</td>
<td>0.025</td>
</tr>
</tbody>
</table>

SECTION 7.

Conclusions

The main point that we can conclude, is that the feedback control system is feasible when it is implemented over wireless sensor network to connect both the plant and the controller remotely. The PID parameters can be tuned when the packet loss and delay of the wireless network is induced which can eventually affect the system performance and stability.

The client-server scheme is built using the MATLAB blocks and it has proved to be efficient in implementing the control strategy and plant interfacing with a NI-6008 card.
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