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FireMind: Trialling a new Tool for Training Fire and Rescue Service Decision-making

FireMind: background and aims:
FireMind is an innovative online training tool aimed at supporting and enhancing the training of decision-making by Fire and Rescue personnel. The project was funded by the Erasmus Plus grant scheme and developed by collaboration across major Fire and Rescue training facilities in Belgium (PLOT), Denmark (FALCK), Netherlands (IFV), Poland (CNBOP-PIB) and UK (GFRS) and a University of Gloucestershire research centre (CRACKLE). 

Effective decision-making in fire and rescue operations clearly requires good understanding of the situation or good Situation Awareness (SA). Such awareness requires good selection of correct and appropriate information about the situation or incident. Prior research by the UK team (Catherwood, Edgar, Sallis, Medley, & Brookes, 2012; Sallis, Catherwood, Edgar, Brookes & Medley, 2013) has shown however that even well-trained individuals may not always use the available information well and may make errors as a result. This is due to the “Information Bias” of the decision-maker. 
Under pressure, decision-makers may show one of two types of Bias pattern in how they use the available information. They may tend to tunnel down or “zoom in” on a narrow band of information and so use only a few details or a narrow amount of the available information in their decision-making. Alternatively they may do the opposite and “zoom out”, trying to use a very wide span of details or information but only able to filter or check this at a shallow or superficial level. There are many reasons for this bias tendency but one main factor is the  natural processing limitation of the human brain. Key processing systems in the brain hold information “on-line” in the brain during decision-making, but these systems can only cope with a limited number of details at any one time. If the brain is overloaded under pressure, people may either tunnel down on a narrow set of details or instead try to take in a wide span of details but only at a shallow level without adequate checking. Overloading the brain’s processing power has been linked to errors in real-world decision-making including fireground operations (Endsley & Rogers, 2008; Klein et al., 2010; McLennan et al., 2005; Useem et al., 2005). Experience helps to guard against these errors (Gasaway, 2008; Klein et al., 2010) but it can also cause an individual to miss or overlook information if the experience does not fit the current circumstances (Perry et al., 2009).

Neither Bias tendency is necessarily bad and each may be appropriate at some point in an incident. Nevertheless, it is important to know that either tendency is associated with errors. “Zooming in” (narrow bias) carries the risk of overlooking useful information and so making “miss” errors. In contrast, “Zooming out” (wide bias) carries the risk of treating all information as equally important and so making “false alarm” errors, where inappropriate or even false information is unwittingly used to make decisions. The Bias of an individual may vary with the circumstances, but there is good evidence that under pressure, individuals will usually tend to show the same type of Bias reaction (Sallis, 2016).

FireMind Tool: the basic approach
The FireMind tool offers a means to appraise the SA and Information Bias of individuals in digital scenarios that represent key types of fire and rescue operations appropriate to their roles and duties.  The tool can be used either by individuals alone or as part of a training routine. The basic approach of the tool uses visual and textual material to show the stages and essential aspects of a fire and rescue incident. At intervals the individual is asked to respond “True” or “False” to statements about the incident and these replies provide the basis for a measure of both SA and Bias. The individual is also asked to score how confident they feel about their answers. The confidence ratings provide a measure of “Perceived” SA (PSA) - that is, how good the individual thinks or perceives their SA to be. PSA need not be the same as actual SA and indeed a gap between these may be of concern. For example, high PSA but low SA could lead to judgment errors due to unwarranted overconfidence and possibly poor self-checking or monitoring of performance.
The responses to the probe statements are analysed by a method called QASA (Quantitative Assessment of Situation Awareness) (see: Catherwood, Edgar, Sallis, Medley, & Brookes, 2012; Edgar and Edgar, 2007 for further details). This approach sorts the replies into four types (two correct and two incorrect) - “hits” (saying “true”  to correct statements), “correct rejections” (saying “false” to false statements), “misses” (saying “false” to correct statements) and “false alarms” (saying “true” to false statements) (see Table1). There are operational consequences of each type of decision: Hits and Correct Rejections are likely to result in lean and effective performance, while Misses may lead to risky or ineffective operations and False Alarms to wasteful performance with inappropriate allocation of personnel and resources (see Table 1).



Table 1.  
The four types of decision and operational response to the probe statements

	
	Actual situation: “TRUE”
Specific threat or opportunity was present
	Actual situation: “FALSE”
Specific threat or opportunity was not present

	
DECISION / RESPONSE: “TRUE”: Act upon threat or opportunity

	HIT:
Effective operation
	FALSE ALARM: 
Wasteful operation

	
DECISION: / RESPONSE:
 “FALSE”: Ignore threat or opportunity
	MISS:
Riskful or ineffective operation
	CORRECT REJECTION:
Lean operation



The QASA calculation provides three scores: SA, Bias and PSA. Each of these scores is scaled from -100 to +100. For SA, the higher the score above zero, the better the SA and the lower the score below zero the more misguided or wrong the SA. For Bias, the higher the score above zero, the more narrow or “zoomed-in” is the Bias, the lower the score below zero the more wide or “zoomed out” is the Bias (with zero reflecting no Bias either way). For PSA, the higher the score, the more sure the person is of their SA, while the lower the score, the more unsure the person is about their SA. 
Trialling the FireMind Tool:
A draft version of the FireMind tool was developed by Gloucestershire Fire and Rescue Service (FRS) personnel with staff from CRACKLE and then trialled in 2014-2015 at key FRS training facilities in Belgium, Denmark, Netherlands and Poland. The draft tool was based on preliminary testing with UK FRS personnel and represented a fireground incident within the UK environment but also had generic FRS operational aspects. This version consisted essentially of a Powerpoint presentation that showed a sequence of images and videos representing a fire at a large rubber-moulding factory.  The same material was used across all the sites to provide a common basis for comparison for this initial draft version. See examples of the images in Figure 1. There were 42 probe statements (26 true, 16 false). These statements and the dialogue in two video clips were presented in the relevant languages for each of the partner sites. In this trial version, the images were timed but there was unlimited time for the responses. 
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Figure 1: Examples of the images shown during the presentation









The presentation involved the following sequence of material:
· an aerial view of the fireground
· the “turn-out” sheet, the building plans and Hazchem details 
· a video of the drive to the incident
· 12 slides showing the exterior of the factory site 
· 12 questions about the preceding material: e.g., “The factory had an asbestos roof”  
· video of a worker saying there was a missing person, location uncertain
· A further 32 slides showing views of the inside and outside areas of the factory
· 12 more questions: e.g., “The exit was different to the access”
· a video with a man in a helmet saying that there may now be 2 or 3 missing persons, location uncertain
· 36 slides showing various views of the inside and outside of the factory
· 10 more questions: e.g., “There were 2 bodies in the factory.”
· 30 more slides with views of the factory interior and exterior
· 8 questions: e.g., “There were a number of oil containers.” 
The scenario was presented on a large screen at each site to operational FRS personnel including incident commanders who had agreed to take part in the trials. There were 44 participants in total, ranging in age from 25 to 56 years and in experience from < 1 to 33 years, with similar ranges in age and experience across the four sites (see Figure 2 for numbers at each site).
 The trials were conducted in groups but the individuals completed the task without interaction with others. The responses to the statements were written on a prepared answer sheet for this preliminary trial (but will be collected via the online platform in the final version of the tool). The sheets were anonymised to protect the identity of the individuals.
Results of the Trial:
The QASA calculations were performed to provide the 3 scores for SA, Bias and PSA respectively. The scores for the individuals at each of the four sites are shown in Figure 2  and the average (mean) scores for each of the four sites in Figure 3. For ethical reasons to protect the identity of individuals, the countries are anonymised as A, B, C or D.  The tool is clearly able to show individual differences in SA, Bias and PSA.
[image: ]
Figure 2. SA, Bias and PSA scores for each individual at each of the four partner sites (The four sites are respectively anonymised as A, B, C or D to protect individual identity.
 As shown, there were 9 people at A, 10 at B, 15 at C and 10 at D)


SA was high for all the four sites (62.7 on average across the four sites) but there are differences in SA for individuals within each site, with the range of scores being from 37.4 to 80.1. The tool is thus able to reflect a wide range of understanding about the scenario.
 Likewise, the tool is also able to reflect differences in Bias tendencies for individuals and also partner sites. Overall, 25 individuals show a Narrow or “Zoom-in” Bias (i.e., a score above zero) and 19 individuals show a “Zoom out” or Wide Bias (i.e., a score below zero). 


Figure 3. Average (mean) SA, Bias and PSA scores for the four partner sites

The tool is also sensitive to degree of Bias, with some people showing only a minor Bias and others more marked tendencies (see Figure 2).[image: ]
There are also national differences in Bias with all the individuals at Site D showing a Narrow Bias, those at Sites A and B mostly a Wide Bias, and those at Sites C more mixed results. This could simply reflect different samples of people or different trial conditions but may also reflect different training strategies and this is an issue for further consideration.
Finally the tool is also able to reflect individual differences in PSA or confidence, with a wide range of scores from 1.6 to 98.3. There are also national differences in PSA with Site A showing an average of 72.4 and the others showing lower averages of approximately 52. Of particular concern is that there is no statistically significant correlation or correspondence between actual SA and PSA (p≥ 0.14) for any of the four sites. So people may have had good SA but poor confidence or alternately poor SA but high confidence. Such gaps between SA and PSA are clearly of potential relevance to any efforts to improve safety in FRS decision-making.
To sum up, the trials with this draft version of the tool confirm that this type of approach and analysis can reflect individual differences in SA, Bias and PSA. Training that includes strategies for self-checking and self-monitoring of Bias and PSA in particular may be of great value in reducing risk in FRS operations. Bias and PSA may vary with circumstances, but it is critical to know that these factors may influence decision-making and potentially cause errors.  
The future of FireMind:
It is important to stress that the development of the FireMind tool and approach is ongoing and that this report is only for the first trials with the draft version. Feedback from the participants in the trials at all sites has been invaluable in refining the tool, with one key change being that responses will be time-limited to increase the pressure and validity of the exercise. An item analysis was also performed on the responses to the probe statements and any item which was answered incorrectly by the majority of people was removed for future use. For example, less than 10% of people answered correctly to “There was only a small amount of storage” (True) so this item was removed. In addition, two firefighters were asked to rate the probe statements for importance to the scenario and the consequences of any errors. Eleven probes that both raters judged of low or no importance were removed, further improving the validity of the exercise for future use.
Since the completion of these trials, each partner site has also developed and has trialled or is trialling their own scenarios to add to the final FireMind portal and future reports will disseminate information about these trials when available. These additional scenarios will adopt a similar basic approach but will be especially relevant to each national operational and training environment and so will greatly enrich the material available via the FireMind portal. 
FireMind is not intended to provide a fixed assessment of an individual’s competence but may offer self-awareness of personal tendencies that could influence decision-making under pressure. Bias and confidence tendencies may explain errors of judgment even in highly-trained professionals.  Training that includes strategies for self-monitoring and self-checking of such tendencies may enhance the safety of operations in Fire and Rescue Services. 
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